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Abstract 
In this paper, we estimate the effect of monetary policy shocks on a wide range of Russian 

macroeconomic indicators using modern structural dynamic factor model approach (SDFM). The 

main advantage of the DFM over the standard structural vector autoregression models (VARs) is 

that DFMs allow us to avoid “the curse of the dimensionality” and at the same time include the 

large number of macroeconomic series into the model. The monetary policy shocks here are 

identified by means of sign restrictions. 57 monthly time series spanning from 2003 to 2017 are 

used to estimate the SDFM. The structural model is also re-estimated for the two sub-periods 

which correspond to the monetary policy shift from the exchange rate targeting to inflation 

targeting in Russia: January 2003 – June 2008 and January 2010 – February 2017. The results for 

the whole period indicate the significant negative impact of the contractionary monetary policy 

shock on the real and financial sectors of the economy. The estimated model for the first period 

points to the non-significant effect of the restrictive monetary policy shock on market interest 

rates. That confirms the poor efficiency of interest rate channel of monetary transmission during 

pre-2008 crisis period. The results for the second period show that the most of responses are 

surprisingly not significant. That could be explained by the several notions. During that period, 

the monetary policy conducted by the Bank of Russia was not perfectly homogenous. Indeed, 

since 2013 the Central Bank has changed the main policy instrument and in 2014 finally moved  

to the inflation targeting and the floating exchange rate regime. Moreover, we found some 

evidence that “the price puzzle” might exist in the Russian economy for the considered 2010-

2017 period. These results for Russian economy may be interpreted as the evidence that the 

monetary policy tightening in Russia has a limited ability to restrain inflation.  
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I Introduction 
In recent years the debates about the monetary policy effectiveness became one of the central in 

economic literature in Russia. During the 2008-2009 crisis, the Central Bank of Russia for the 

first time began to provide liquidity on a large scale to commercial banks. That measure led to 

the increase in liabilities of the banks to the Bank of Russia and therefore boosted the importance 

of the interest rate channel of the monetary transmission mechanism. After that, in the second 

half of 2013 the Bank of Russia announced that the key interest rate would be considered as the 

main monetary policy instrument.   

The growing attention to the monetary policy debates is also related to the recent switching to 

the inflation targeting and the abolition of the fixed exchange rate regime. Altogether the 

decisions made by the Central Bank are discussed in terms of timeliness and compliance with the 

existing macroeconomic conditions, and there is no consensus what is more effective – the 

inflation targeting or, for instance, the targeting of monetary aggregates. To make the judgments 

about the effectiveness of a particular policy measure on the economy, it is viable to know how 

that measure affects the key macroeconomic variables. Consequently, researchers paid careful 

attention to the estimation of the effects of monetary disturbances. 

The standard approach to identify the nonsystematic component of the monetary policy is to 

build upon the structural VAR models. There are some papers considering the Russian economy 

(i.e. Drobyshevskiy, 2008, Vashelyuk et al., 2015, Lomivorotov, 2015, Mallick, Sousa, 2012). 

However, in recent years the criticism of the VAR models has significantly increased (see Stock, 

Watson, 2016). The blame of VAR is driven by the fact that the analysis of shocks here is 

usually based on the assumption that the information set of the central bank is the same as the set 

of variables used by the researcher (Luciani, 2015). However, it is obvious that the central bank 

monitors the wider range of economic indicators. As a result, the VAR models with the small 

number of regressors included could lead to biased results because of the omitted variables 

problem. From the other hand, the inclusion of the large number of variables may cause the 

phenomenon known as “the curse of dimensionality”. One way to avoid simultaneously both 

problems is to estimate the dynamic factor models (DFMs). Empirical results from the influential 

papers show that the impulse response functions (IRFs) could change dramatically if the 

econometrician considers the wider list of economic indicators (i.e., Forni, Gambetti, 2010).  In 

addition, the DFMs allow estimating the responses of the large number of variables to the 

structural shocks. 

A few papers consider factor models for the Russian economy (Borzykh, 2016; Kreptsev, 

Seleznev, 2016, Achkasov, 2016).  However, all mentioned papers were not primary focused on 

the identification of the monetary policy shocks. Using structural models, Borzykh (2016) 

analyzed the bank lending channel of monetary transmission while Kreptsev, Seleznev (2016) 

estimated the effect of interbank interest rates on nonfinancial corporations lending rates. 

Achkasov (2016) developed nowcasting and forecasting model of the Russian GDP by means of 

a reduced-form factor model with a small number of static factors.  

We depart from the recent studies in the following ways. We estimate the structural DFM model, 

while two aforementioned works estimated FAVAR model, i.e. they treat the factors as 

observables (a questionable assumption). Moreover, in this paper we use modern identification 

by means of sign restrictions. In contrast, Borzykh, 2016 and Kreptsev, Seleznev, 2016 applied 



recursive identification scheme, which was recently criticized (see Gertler, Karadi, 2015; Kilian, 

2013). Lastly, we estimate the factor model and identify the monetary policy shocks for the 

whole period from 2003 to 2017 and then repeat the procedure for the two sub-periods: January 

2003 – June 2008 and January 2010 – February 2017.  The rationale behind this is the following. 

Before the 2008 crisis the Bank of Russia put more weight on exchange rate management. After 

the crisis the Central Bank of Russia changed the priority of monetary policy instruments and 

gradually switched to the floating exchange rate regime. The process finished in the end of 2014. 

As we show below, the results change dramatically when the models for sub-periods are 

estimated.  

The rest of the paper is organized as follows: the second section is devoted to the 

theoretical aspects of SDFM, the third section discusses the data and transformations of the data 

set, the forth presents the estimation and the identification procedure and the empirical results for 

the Russian economy.  

II The theoretical framework of the SDFM 

Dynamic factor model  

The main assumption underlying the factor models is that fluctuations of the economy are driven 

by the two components: the common component which is usually interpreted as 

“macroeconomic” shocks, and the second – idiosyncratic component which influence only one 

or few variables and might be called “specific” shocks. Idiosyncratic shocks reflect the dynamics 

in particular economic sector or region.  

 

The dynamic factor model can be written in two forms: static and dynamic. The dynamic form 

presents the set of observable time series as depending on current and lagged values of 

unobservable (latent) factors explicitly. The static form expresses the same dynamics implicitly 

(Stock, Watson, 2016). As soon as the model is written in the static form, the principal 

component analysis becomes directly applicable to the DFM model. 

The standard expression of the static DFM is the following: 

𝑋𝑡 = 𝛬𝐹𝑡 + 𝑒𝑡  (1.1) 

𝐹𝑡 = Ф(𝐿)𝐹𝑡−1 + 𝐺𝜂𝑡 (1.2) 

𝜂𝑡 = 𝐻𝜀𝑡  (1.3) 

where 𝑋𝑡 – the vector of N time series (Nx1), 𝐹𝑡   -  the vector of (rx1) r static factors, 𝛬 – the 

factor loading matrix (Nxr), 𝑒𝑡 (Nx1) – the idiosyncratic component,  Ф(𝐿) and G  - the matrixes  

rxr и rxq respectively, 𝜂𝑡 (qx1) – dynamic factors in non-structural form, 𝜀𝑡 – (qx1) factor 

innovations in structural representation, H – the invertible matrix (qxq). 

The first step of the estimation is to determine the numbers of static and dynamic factors (�̂� and 

�̂�) respectively. The whole procedure could be summarized as follows. 

1) Use the scree plot and the set of statistical criteria (i.e. Bai, Ng (2002), Ahn et al. (2013), 

Onatski (2010)) to determine the number of static factors.  



2) Find �̂� static factors as F̂t =  Λ̂TXt
T, where �̂� is the factor loading matrix determined with 

the principal component analysis of standardized data set Xt. In other words, the matrix 

�̂�  represents the �̂� eigenvectors corresponding to the largest eigenvalues of the variance-

covariance matrix Xt.  

3) Estimate the VAR model for �̂�  static factors and save the residual matrix from the model. 

The optimal number of lags can be determined by standard information criteria such as 

BIC or AIC.  

4) Use the common statistical criteria to determine the number of dynamic factors  �̂� 

suggested by Bai, Ng (2007), Hallin, Liska (2007), Amengual, Watson (2007). 

5) Find the matrix �̂� by using a spectral decomposition (Forni, Gambetti, 2010):  

�̂� = R ∗ D , where D (qxq) is the diagonal matrix with the elements √μ
i
, where μi,i=1,..,q- 

the largest eigenvalues of the variance-covariance matrix of the residuals from (3),  

R (rxq) – the matrix of the corresponding q eigenvectors.  

6) Find the �̂�  dynamic factors as η̂t = D−1R𝑇𝜀�̂�  (Forni et al., 2009). 

 

To estimate the structural impulse response function, one needs to identify the matrix H (or the 

single column of the matrix H).     

Identification procedure 

As widely known, there are many alternative methods to identify the monetary policy shocks: 

recursive identification scheme, long-run restrictions, sign restrictions, the narrative approach, 

the external instruments method and the identification via the heteroskedasticity.  

We are aware of the most advantages and drawbacks of the particular method, and in this paper, 

we use the sign restrictions for identification of the monetary policy. The reasons for that choice 

are the following. First, the recursive identification schemes are not used as they assume the 

short-run restrictions which might be too binding (Barigozzi, 2014) and does not necessarily can 

be explained by the economic theory. In contrast, the sign restrictions coincide with the 

theoretical views (Uhlig, 2005). For example, Uhlig (2005) and Mallick and Sousa (2012) 

identify contractionary monetary policy shock as the one that decreases the prices and monetary 

aggregates. That coincides even with the basic IS-LM model. Moreover, long-run restrictions are 

supposed to be too restrictive and need to be further investigated in the context of particular 

country (Vasсhelyuk, 2015). 

The implementation of external instruments (see Gertler, Karadi, 2015) is not applicable for the 

Russian economy as it requires high frequency data, i.e. the daily changes in derivative financial 

instrument yields around the dates of the Bank of Russia Board of Directors meetings. 

Unfortunately, such statistics is not available in Russia for a rather long time period (normally, 

we have data for the last few years as these instruments appeared at the Russian financial market 

very recently). The identification through the heteroskedasticity, based on the assumption that 

the variance of only the monetary shock changes while variances of other shocks keep constant 

also requires data with the same daily frequency as in the external instrument approach (see 

Wright, 2012).  

As for the narrative approach, the main assumption is that the central bank is fully informed 

about the state of the economy, and this information is enough to identify the monetary policy 



shock. The difficulty arises there because no one can be sure that obtained narrative time series is 

exogenous shocks of the monetary policy. This problem was initially highlighted by Cristiano et 

al. (1999) in the context of systematic and non-systematic components of the monetary policy. 

Consequently, narrative data could be “imperfect’ measure of the structural shocks (Stock, 

Watson, 2016). In addition, the common statistical problem is that the information available for 

the narrative identification might be published only after a long period of time. 

With these notions we argue that the sign restrictions approach to the monetary policy shocks 

identification is the most reliable due to its theoretical background and its feasibility considering 

financial data scarcity in Russia. 

It is worth to notice also that in the sign restrictions approach the point identification cannot be 

obtained, that is, an econometrician can estimate only the set of identified models. From the one 

hand, this fact might be considered as a drawback of the inequality restrictions. From the other 

hand, sometimes the point identification requires highly controversial assumptions (Stock, 

Watson, 2016). 

 

Let us briefly describe the sign restrictions identification procedure (we follow Fry, Pagan, 2011 

in the description). Using Givens transformation, a vector of angles (q(q-1)/2) is drawn from a 

uniform distribution [0,2π), and the step is repeated n times. These iterations are necessary to 

estimate the orthogonal rotation matrix Q s.t. QQ’=I. After the rotation matrix is computed, the 

structural impulse responses are estimated. In case the impulse responses satisfy the initial sign 

restrictions, then the draws are accepted. If the restrictions do not hold, the draws are denied. 

When the certain number (specified by a researcher) of draws is accepted, the algorithm stops.  

By means of sign restrictions, the set of admissible models could be drawn in a Bayesian or in a 

frequentist setting. In this paper we apply the frequentist approach as the Bayesian is criticized 

from the two points of view (Killian, Lutkepohl, 2017; Moon, Schorfheide, 2012). Firstly, 

despite the fact that sign restrictions give no a priori information over the identified set, the 

initially flat prior for Q could turn to be highly informative for the inference. The simple 

examples are provided by Stock, Watson (2016). Secondly, as Moon and Schorfheide (2012) 

mentioned, Bayesian credible sets can be too narrow from the frequentist perspective. It means 

that Bayesian sets exclude part of the estimated identified set. 

To get confidence bands in the frequentist approach, the bootstrap procedure is used with a large 

number of draws. Following Barigozzi et al (2014), at each draw we save p rotation matrices. 

From them we select the one rotation matrix that gives the impulse response closest to the 

median.  

III Data transformation and estimation of the number of factors 

We take the monthly data set from the paper of Achkasov (2016). We believe that these data are 

close to the Central Bank’s information set since the Bank of Russia use that set of time series 

for nowcasting, short-term forecasting and monitoring the current economic conditions.  There 

are 53 time series divided into three groups: 19 real sector time series, 21 financial sector 

variables and 13 time series reflected the expectations of economic agents. Then we also add 

four indicators not presented in the initial dataset: key interest rate (managed by the Bank of 

Russia), monetary base, consumer price index (CPI) and producer price index (PPI). The 



considered period spans from January 2003 to February 2017. The full list of variables and the 

description of transformation are presented in the Appendix (Table 1). As suggested in Stock, 

Watson (2016), the second log differences of prices and money aggregates are taken. For the 

interest rates, we take the first differences. The variables were seasonally adjusted when it was 

necessary. All computations were held in R and Matlab.  

To estimate the number of static and dynamic factors, we use the set of different criteria.  The 

results of the most tests depend on the assumption about the maximum number of static factors 

denoted rmax. For this purpose, we analyze the scree plot (fig.1) to determine what share of the 

variance each factor explains. In this paper we assume that factors which explain less than 2% of 

variance of the dataset are idiosyncratic disturbances or the measurement errors (red line on the 

fig.1). For the whole period from January 2003 to February 2017 the tenth factor explains 

slightly more than 2% of variance, so we set the maximum number of factors equal to ten. The 

eleventh factor explains 1,8% of variance. The total variance explained by ten factors is 78,8%.  

 
Fig.1 Scree plot (the variance explained by i-th factor) 

It is common for the researcher who relies on different statistical tests, to receive the ambiguous 

results (Stock, Watson, 2016). For example, Bai, Ng (2002) information criteria widely known 

as IC1, IC2 suggest 10 and 8 static factors respectively. Ahn et al (2013) and Onatski (2010) 

show only 2 static factors. To estimate the number of dynamic factors, we use three common 

tests: Hallin, Liska (2007), Amengual, Watson (2007) and Bai, Ng (2007).  

Based on the assumption of 10 static factors, the tests suggest {3,5}, {2} and {3,4} dynamic 

factors respectively. To check the results, we compute the number of dynamic innovations with 8 

static factors. The results indicate {4,5}, {2} and {3} dynamic factors respectively. Our basic 

specification of the model will be constructed under the assumption about  �̂� = 10 and �̂� = 4 

factors. 

IV Identification and results  

As it was mentioned earlier, we identify the effects monetary policy shock by means of sign 

restrictions. First of all, we estimate structural impulse response functions for the whole period 

(January 2003 – February 2017). The initial set of identification restrictions is the following: 

after the contractionary monetary policy shock the key rate increases while CPI and M2 

decrease. We suppose that the restrictions hold for the horizon of 6 months.  

Confidence intervals are computed with 500 bootstrap iterations. At each iteration, we draw 

1000 angles to construct the rotation matrix, and then only first 10 matrices satisfying restrictions 
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are selected. Following Fry, Pagan (2011) we choose only one matrix with the closest IRF to the 

median one to avoid the excessive uncertainty.  

The identified shock is normalized so that the key rate increases by 50 basis points.  The SIRF 

for all variables are presented in the Appendix (fig.1., the grey shaded area). The main results are 

the following.  

The contractionary monetary policy shock significantly affects the real sector of Russian 

economy. To be more precise, the shock reduces the production in all main sectors: 

manufacturing, mining and electricity, gas and water supply. However, the largest decrease is 

noticed in the manufacturing sector, while the smallest – in the mining industry. It may be 

explained by the structural features of the Russian economy as Russia is the commodity exporter. 

The dynamics of the production in the mining industry is likely influenced by other factors (other 

than monetary policy shock). Moreover, mining industries in Russia are the largest ones and 

historically demonstrated the positive dynamics over the considered period and supposed to be 

highly competitive.  In contrast, many industries of manufacturing, for example, manufacturing 

of textiles, have stagnated since the 1990-ies, so they are the most vulnerable to restrictive 

policy. The effect of the monetary policy shock on the production reaches the peak after a year 

and a half.  

The negative monetary policy shock also reduces the investments and the agriculture production. 

The agriculture production in Russia strongly depends on the cost of the debt as Russian 

agriculture companies have to compete with the cheap imports. The increase in the key rate leads 

to the increase in the lending rates and, consequently, the cost of the debt for the agriculture 

producers. The other indicators of the real sector such as the volume of construction and the 

amount of new housing are also dropped in response to the monetary tightening. Retail turnover 

which is the proxy variable for consumer spending demonstrates the significant drop in all sub-

sectors (food and non-food items).  

Fig.2 Impulse response functions to a contractionary monetary policy shock. Grey area – the whole period 2003-2017; dashed line – the period 

from January 2003 to June 2008 

 

 



The unemployment rate gradually increases and peaks after around two years. It could be 

explained by the existence of the labor contracts and the impossibility of employees to shortly 

lay off employers. The real wages are also decreased what coincides with the economic theory. 

The decrease in the producer price index suggests that the “price puzzle” does not exist when the 

model is estimated for the whole period. The labor force and the capacity utilization also drop 

what corresponds to the decrease in the production. The share of companies whose financial state 

is “good” or “normal” falls in response to the contractionary shock.  

Then we re-estimate the model for the first sub-period (January 2003 – June 2008). The main 

result is the following. In contrast to the whole period, the increase in the key rate by 50 basis 

points does not significantly influence the market interest rates (lending rate, deposit rate and 

money market rate). It points the poor effectiveness of interest rate channel of monetary 

transmission mechanism during the pre-crisis period.  Before the 2008 crisis, the Central Bank of 

Russia was mainly focused on the interventions in the foreign exchange market that can be 

confirmed by the low volatility of the ruble exchange rate (Pestova, 2017).  In addition, the 

Central Bank of Russia did not provide commercial banks with the loans. During that period, the 

market interest rates were highly volatile (for example, interbank credit rate) and influenced by a 

number of other factors such as external shocks. 

The impulse response of the export to the monetary policy shock is almost non-significant that 

could be explained by the fixed exchange rate regime during the pre-crisis period. The Central 

Bank of Russia intervened in the currency market to keep the nominal exchange rate constant 

what decreases the sensitivity of exports to shocks as the exchange rate directly transmits to the 

values of export and import. 

Fig.3 Impulse response functions to a contractionary monetary policy shock. Period: January 2010 – February 2017. Sign restrictions: key rate 

goes up, M2 and CPI decrease 

 

Then we re-estimate the model for the period from January 2010 to February 2017. Compared to 

the results of previous periods, the SIRFs for the most variables are not significant (figure №3). 

Below we provide some explanations of these results.  

First of all, the period from 2010 to 2015 is characterized by the heterogeneity and instability of 

the monetary policy. For example, in 2013 the Bank of Russia implemented the reform of the 

http://context.reverso.net/%D0%BF%D0%B5%D1%80%D0%B5%D0%B2%D0%BE%D0%B4/%D0%B0%D0%BD%D0%B3%D0%BB%D0%B8%D0%B9%D1%81%D0%BA%D0%B8%D0%B9-%D1%80%D1%83%D1%81%D1%81%D0%BA%D0%B8%D0%B9/intervention+in+the+foreign+exchange+market


policy instruments: the key interest rate became the main instrument. The Central Bank 

gradually increased the effectiveness of interest rate channel via the narrowing of the symmetric 

interest rate corridor. In contrast to the first sub-period, the monetary policy shock now 

significantly influences the market interest rates: the lending and deposits rates and MIACR rate 

increase in response to the restrictive shock. Again, that result confirms the growing importance 

of the key rate after the crisis. Moreover, in 2014 the Bank of Russia finally switched to the 

inflation targeting and floating exchange rate regime. The period of relative homogeneity starts 

from 2015. However, there are only a few data points available for the estimation. That makes 

the estimation unreliable on that short period of time.  

However, for this period the increase in the production after the contractionary monetary policy 

shock might be noticed. This result does not correspond with either economic theory. However, 

we tried to avoid it by changing the initial set of sign restrictions. We re-estimate the model with 

such restrictions that in response to the monetary policy shock the M2 and the Index of intensity 

of production for the basic economic industries decreased. The new results suggest that the CPI 

and PPI increase, i.e. the “price puzzle” arises for that period.  

Fig.4. Impulse response functions to a contractionary monetary policy shock. Period – January 2010 – February 2017. Sign restrictions: key rate 

goes up, M2 and industrial production index decrease 

 

 

 

The existence of the “price puzzle” is quite a controversial result. However, there is a theoretical 

background underlying that phenomenon. The possible explanation of the “price puzzle” in the 

existing literature is the “cost channel” of monetary policy (Ramey, 2016). The rise in interest 

rates translates into the increase in inflation through the costs of working capital for firms as they 

have to borrow from intermediaries to pay the factors of productions.  

These results for the Russian economy may be interpreted as the evidence that the Bank of 

Russia conducting the tightening monetary policy has a limited ability to restrain inflation. 

Moreover, one more evidence argues in favor of that conclusion over the second period. If we 

change the sign restrictions so that in response to the monetary policy tightening, the M2, the 

industrial production index and CPI decrease, we get that there is no rotation matrix with the 



SIRF which satisfies the new set of sign restrictions. That points that the output and prices do not 

move in the same direction after a contractionary monetary policy. 

All in all, we found some evidence that “the price puzzle” might exist in the Russian economy 

for the considered 2010-2017 period. However, the nature of that issue is needed to be further 

studied for the Russian economy. 

Conclusion 

In this paper we estimated the structural dynamic factor model with 57 time series to identify the 

monetary policy shock in Russia for the period from 2003 to 2017 and two sub-periods: 1) 

January 2003 – June 2008 and 2) January 2010 – February 2017. The identification was 

implemented by means of sign restrictions. The main results are the following: over the whole 

period, the contractionary monetary policy shock significantly impacts the real sector of Russian 

economy. The shock reduces the production in all key sectors: manufacturing, mining and 

utilities The negative monetary policy shock also influences the investments and the agriculture 

production, the unemployment rate, the amount of new housing, retail turnover and many other 

real sector variables. 

After the re-estimation of the model for the two sub-periods, some of the results changed. For the 

first period, the increase in the key rate by 50 basis points does not significantly influence the 

market interest rates (lending rate, deposit rate and MIACR) that points the poor effectiveness of 

interest rate channel of monetary transmission mechanism during the pre-crisis period. For the 

second sub-period, the results confirm the growing significance of the interest rate channel after 

the crisis as the impulse response functions became significant again.  

Most interesting, we find evidence in favor of “price puzzle” for the second period considered. 

We argue that it likely indicates the limited ability of the Central Bank of Russia to control 

inflationary processes. 
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Appendix 

Table A1. The transformation of the dataset 

Variable name Short name Units Transformation 

Industrial production index ind production June 2007=100 3 

Industrial production index, mining ind prod, mining June 2007=100 3 

Industrial production index, manufacturing ind prod, manuf June 2007=100 3 

Industrial production index, electricity, gas and water 

supply 
ind prod, electr 

June 2007=100 

3 

Agriculture production Agriculture June 2007=100 3 

Fixed investment Investment June 2007=100 3 

 Freight traffic Traffic June 2007=100 3 

Volume of constructions Construction June 2007=100 3 

Total area of living space introduced Area June 2007=100 3 

Export to CIS countries CIS export June 2007=100 3 

Export to non-CIS countries non-CIS export June 2007=100 3 

Retail turnover, non-food items retail, non-food June 2007=100 3 

Retail  turnover, food, beverages and tobacco retail, food June 2007=100 3 

Retail trade turnover retail  June 2007=100 3 

Unemployment rate unemp rate % 2 

Labor force, employed Employed Mln. 3 

Index of intensity of production for the basic 

economic branches 
basic index 

June 2007=100 

3 

Real wage real wage June 2007=100 3 

Real amount of pensions Pensions June 2007=100 3 

 CPI Cpi June 2007=100 4 

PPI Ppi June 2007=100 4 

Diffusion index of finished goods, the share of 

companies who reported the increase of the indicator 
d_finished 

% 

3 

Diffusion index of relative price 

(produced/purchased), the share of companies who 

reported the increase of the indicator 

d_price 

% 

3 

Diffusion index of purchasing equipment, the share 

of companies who reported the increase of the 

indicator 

d_equip 

% 

3 

Production capacity, normal level=100 d_capacity % 2 

Labor force utilization, normal level=100 d_labor % 2 

Stock of finished goods, normal level=100 d_stock % 3 

Business acquisition, normal level=100 d_business % 3 



Loans to banks, normal level=100 d_bank_loans % 3 

Share of companies in normal or good financial state d_fin state % 3 

Share of companies not purchased equipment for two 

or more months 
d_non_pur 

% 

3 

Credit interest rates in next 3 months credit rates % 2 

Share of companies without debt in current month 

and next three months 
no debt 

% 

3 

Share of companies not intended to borrow a new 

loan in next 3 months 
non borrowing 

% 

3 

MIACR MIACR % 2 

Lending Rate: Corporate Loans: Up to 1 Year lend rate June 2007=100 2 

Deposit Rate: Personal Deposits: Up to 1 Year dep rate June 2007=100 2 

Nominal Effective Rate NER June 2007=100 3 

Real Effective Rate RER June 2007=100 3 

RTS Index RTS June 2007=100 3 

MICEX Index MICEX June 2007=100 3 

Loans Debt including Non Residents, Corporate: Up 

to 30 corp loans (30) June 2007=100 3 

Loans Debt incl Non Residents, Corporate: 31 to 90 

Days corp loans (90) June 2007=100 3 

Loans Debt incl Non Residents: Foreign Currency: 

Corporate: Up to 30 Days corp loans,f (30) June 2007=100 3 

Loans Debt incl Non Residents: Foreign Currency: 

Corporate: 31 to 90 Days corp loans,f (90) June 2007=100 3 

Loans Debt incl Non Residents: Foreign Currency: 

Corporate: 91 to 180 Days corp loans,f (181) June 2007=100 3 

Loans Debt incl Non Residents: Foreign Currency: 

Corporate: 181 Days to 1 Year corp loans,f (365) June 2007=100 3 

Loans Debt incl Non Residents: RUB: Personal pers loans June 2007=100 3 

Loans Debt incl Non Residents: Foreign Currency: 

Personal pers loans, f June 2007=100 3 

M0 M0 June 2007=100 4 

M2 M2 June 2007=100 4 

Gas price gas price June 2007=100 4 

Aluminium price alum price June 2007=100 4 

PMI USA pmi usa June 2007=100 3 

Oil Price oil price June 2007=100 4 

Monetary base m base June 2007=100 4 

Key rate key rate % 2 

Note. 1 denotes no transformation, 2 – first differences, 3 - first log differences, 4 – second log differences 

 

 



Fig.A1 Impulse response functions to a contractionary monetary policy shock. Grey area – the whole period 2003-2017; dashed line – the period from January 2003 to June 2008 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Fig.A2 Impulse response functions to a contractionary monetary policy shock (the period from January 2010 to February 2017). Restrictions: key rate increases, M2 and CPI 

decrease 

 

 

 

 

 



Fig.A3 Impulse response functions to a contractionary monetary policy shock (the period from January 2010 to February 2017). Restrictions: key rate increases, M2 and Index of 

intensity of production for the basic economic branches decrease 

 

 


