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Abstract

Global trade has recently slowed down after a peak in the 1990s and early 2000s.
Existing literature shows evidence of pro-competitive effects of trade liberalisation during
this booming period on prices, productivity and markups. The goal of this paper is to assess
whether such pro-competitive effects are still carried on in the manufacturing industry
of five Euro Area countries (Austria, Germany, Spain, France and Italy). Our analysis is
based on Melitz and Ottaviano (2008) theoretical framework and its empirical setup by
Chen et al. (2004, 2009). Our contribution is twofold. Conversely to existing works on the
effects of globalisation, we use novel trade indicators that account for the development of
global value chains (GVC). Second, from the findings of Chen et al. (2004, 2009), we go
further by investigating the effect of trade at sector level with respect to quality upgrading
and firm concentration. Pro-competitive effects are more significant when using import
penetration in value-added terms and such effects are particularly strong in sectors with
low concentration. Indeed, higher concentration seems to mitigate the trade-induced
competition.
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1 Introduction

Global trade has recently slowed down after a peak in the 1990s and early 2000s. Existing
literature shows evidence of pro-competitive effects of trade liberalisation during this booming
period on prices, productivity and markups. As mentioned in Bernard et al. (2012), it is gener-
ally admitted that trade liberalisation can induce welfare gain with a broader range of product
varieties (”taster for variety”), reallocation of resources with the exit of low-productivity firms
and direct pro-competitive effects on markups lowering the price level and so forth.

The goal of this paper is to assess whether such pro-competitive effects of trade are still
carried on in the Euro Area, while taking into account firm heterogeneity. Our analysis builds
on Melitz and Ottaviano (2008) theoretical model of heterogeneous firms’ response to inter-
national trade and its empirical setup by Chen et al. (2004, 2009). Chen et al. (2004, 2009)
estimate the model of Melitz and Ottaviano (2008) at the sector level and present the short-
and long-run dynamics of production price level, markups (price-cost margins) and labour
productivity over the period 1989-1999 and for European countries. In a similar way, through
sectoral data on prices, markups, productivity, the number of domestically producing firms
and the market size, we attempt to assess and quantify the pro-competitive effects of trade
openness, as measured by import penetration in domestic markets. We use a cross section of
ten manufacturing industries in five Euro Area countries (Austria, Germany, Spain, France and
Italy). Our data covers the period 1995-2013, which allows us to control for the Great Recession.

Our main findings are that trade pro-competitive effect is variable across sectors. When
significant, in most cases, trade openness is positively correlated with labour productivity and
negatively correlated with markup, in line with the theoretical predictions of the Melitz and
Ottaviano (2008) model. An increase in labour productivity and a decrease in markup are
negatively related to production price. Unlike Chen et al. (2009), we do not find opposite effects
of trade in the short- and in the long-run.

The novelty of our paper is twofold. First, we carry out a sectoral analysis to shed light
on sectors in which price competition is dominant in the context of globalisation. Indeed,
our model mainly focuses on the price-competition, which means that tougher competition
would induce a lower price and lower markup. Second, unlike the existing papers on the same
subject, we consider developments in global value chains (GVC), by measuring trade in value
added terms. Since gross trade flows are recorded each time they cross borders, they include
re-exported imports and re-imported exports and can hence overstate the size of competitive
effect. In addition, the measures of global value chain has enabled a thorough analysis of the
international trade since traditional measures of trade are unable to take into account the full
interdependence of markets and economies.

As our paper is based on the Melitz and Ottaviano (2008) model, the focus is on the competi-
tive effect of globalisation occurs on prices. However, firms can opt for different strategies. They
can maintain high level of prices, if they choose to compete on the quality of their products, if
they hold a monopoly position, or if they manage to reduce their costs by specialising in a cer-
tain stage of the production process. They can also benefit from tariff barriers and regulations
set by countries to protect their market share. Given this, we attempt to measure how quality
factors can mitigate the competitive effect of globalisation or how globalisation can enhance the
quality factor in the extension.

Second, unlike the existing papers on the same subject, we consider developments in global
value chains (GVC), by measuring trade in value added terms. Since gross trade flows are
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recorded each time they cross borders, they include re-exported imports and re-imported ex-
ports and can hence overstate their importance to competitiveness. In addition, the increasing
importance of global value chains has made the analysis of international trade more complex
and traditional measures of trade are unable to take into account the full interdependence of
markets and economies.

The remainder of this paper is as follows. Section 2 presents a review of the related literature.
Section 3 exposes the theoretical framework leading to the empirical model we introduce in
section 4. Section 5 deals with descriptive analysis and introduces preliminary results from a
principal component analysis, while section ?? gives away results from our baseline estimation
using gross import penetration ratio and compare them with the estimation using value added
import penetration ratio.

2 Review of literature

Globalisation and increased trade disrupt the economic environment and interconnections
between countries can make economy less sensitive to domestic factors. Indeed, Romer (1993)
finds a robust, statistically significant and large relationship between the average rates of
inflation and the degree of openness of economy. The idea stems from Kydland and Prescott
(1977) according to which benefits of a surprise inflation by central banks are decreasing in
the degree of openness since a surprise monetary expansion is related to a stronger depre-
ciation and damages of depreciation are more serious in an open economy. More recently,
Benigno and Faia (2010) find an increased link between the domestic inflation and global fac-
tors by identifying two pass-throughs: first, a larger impact of the import prices on the overall
price level due to an increase in the number of foreign products in domestic markets; and
an increase in the dependence of the pricing strategies of domestic firms on foreign components.

Traditional international trade theories such as Ricardo or Hecksher-Ohlin models mainly
focus on interindustry trade based on heterogeneous characteristics across countries and homo-
geneous productivity across firms. With the idea of the “taste for variety” and the monopolistic
competition à la Dixit and Stiglitz (1977), Krugman (1980) introduced the new trade theory
based on intra-industry trade. Since, instead of considering national comparative advantage,
industries become the determining actors of trade. Melitz (2003) is the seminal paper building
the so-called “new-new trade theory” according to which, micro-based firm heterogeneity
influences and determines the aggregate outcome. Melitz and Ottaviano (2008) further develop
this approach with firm-level productivity heterogeneity. The model provides evidence for a
minority of highly productive firms (and not industries) exporting to the foreign markets, less
productive firms supplying to the domestic market and crowding-out of the least productive
firms.

Chen et al. (2004, 2009) propose an estimable version of a reduced form of the Melitz and Ot-
taviano (2008) model at country level. The 2004 version uses a simultaneous equations system
and the 2009 version an error correction model to assess the pro-competitive effects of increased
import penetration (as a measure of trade openess). Increased trade openness implies more
varieties and larger market size. The increase in the number of firms induces a tougher compe-
tition which has two effects. First, markups decrease since the model gets closer to the perfect
competition situation. Second, higher competition leads to the leaving of the least productive
firms and increases average productivity. Both effects would contribute to a decline of the prices.

However, Chen et al. (2004, 2009) overlook the effect of product quality. Higher compe-
tition can encourage firms to invest in research and development in order to improve the
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product quality, as a ”defensive innovation” strategy (Acemoglu, 2003). Indeed, on French
manufacturing firm-level data, Bellone et al. (2014) provide evidence that markups are higher
for exporters and quality-enhancing effect can be more relevant than price-lowering effect
within the globalisation. Also, Aghion et al. (2005) and Aghion et al. (2006) highlight that firms
can adopt two strategies when facing a higher competition: the “escape-competition” strategy
for products close to the frontier, based on the quality-upgrading in order to compete with
potential new entrants, and the “appropriability” strategy for products too distant from the
frontier that firms are discouraged to invest in quality.

Concerning the effect of globalisation on productivity,Mcmillan et al. (2014) show that
globalisation improves the way resources are used: labour can move from low-productivity
sectors to high-productivity ones and enhancing allocation efficiency. Furthermore, as GVC
developed over the last decades, firms can also choose to specialise in specific tasks and
participate to a specific stage of the production process. For instance, they can move upstream
to provide intermediate products or downstream to assemble intermediate products. They can
also choose to import intermediate products to assemble and produce domestically, or import
final products to address domestic demand. Kasahara and Lapham (2013) and Kasahara and
Rodrigue (2008) highlight the effect on productivity of intermediate imports specialisation.
Since a country can specialise in the most productive stage of the production process, it can
then enhance productivity.

3 Theoretical framework

Our theoretical framework stems from Melitz and Ottaviano (2008) who develop a monopo-
listically competitive model of trade which link prices, productivity and markups to market
size and trade. Their model also distinguishes short-run from long-run dynamics. Before
introducing our empirical framework, we present here the key features of the Melitz and
Ottaviano (2008) theoretical model to lay ground for the steps leading to our empirical setup.
More specifically we present here how prices are directly related to markups and productivity
and how these three variables are linked to the number of firms supplying the market and to
trade costs. The model presents two economies (domestic and foreign). Foreign variables are
marked with an asterisk (*).

3.1 Consumer behaviour

Consumer preferences are assumed to be identical across all countries. For a representative
consumer, indexed by i, the utility from consumption in each sector is derived from a quasi-
linear preferences over a continuum of varieties indexed by ω and given by:

U i = α
∫
ω∈Ω

qiωdω −
1
2
γ

∫
ω∈Ω

(qiω)2dω − 1
2
η

(∫
ω∈Ω

qiωdω

)2

(1)

where qiω represents the agent’s consumption level of each variety ω. The demand parame-
ters α, η and γ are all positive. The parameter γ measures the degree of product differentiation
between the varieties ω. For γ = 0, varieties are perfect substitutes and consumers only care
about their sectoral consumption level Qi =

∫
ω∈Ω q

i
ωdω.
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Inverted demand is determined by solving the consumer’s problem, which is given by:

max
{qiω}ω∈Ω

U i subject to

R >

∫
ω∈Ω

pωq
i
ωdω

where R is the total revenue and pω is the price of variety ω

Solving the consumer’s problem leads to: pω = α −γqiω − ηQi . In the limit case where γ = 0,
prices then only depend on the aggregate quantity of varieties supplied to market. By defining
the aggregate sectoral price index, p = 1

N

∫
ω∈Ωpωdω, aggregate production for a consumer i

can be defined: Qi = (α−p)N
γ+ηNp where N is the number of firms supplying to the domestic market.

Both domestic and foreign firms compete for a variety ω in the market. Demand for variety ω
remains positive as long as pω ≤ 1

γ+ηN (αγ + ηNp) = pmax, where pmax represents the price at
which there is no demand for variety ω.

Summing over all consumers gives total demand in the home country for variety ω as:

Qω = Lqiω =
αL

γ + ηN
− L
γ
piω +

1
γ

ηNL

γ + ηN
pi =

L
γ

(pmax − pω) (2)

Demand for each variety is linear in prices (equation 2), but unlike the classic monopolistically
competitive setup à la Dixit and Stiglitz (1977), the price elasticity of demand depends on the
number of firms in the sector (N ), which is a feature introduced in Ottaviano et al. (2002).

3.2 Firm behaviour

Labour is the only factor of production with a unit cost c and is perfectly mobile domestically
between firms in the same sector, but not across countries. International wage differences are
therefore possible in each sector. As a result, the variation in labour costs across firms in a sector
solely stem from technological reasons, i.e. differences in sectoral productivity. In contrast,
sectoral unit costs vary across countries due to differences in wages and technology. Entering a
differentiated product sector entails fixed costs including the firms’ expenses in research and
development and production start-up costs. After entering, each firm produces at marginal
cost c (equal to the firm’s unit labour cost).

Domestic firms can sell to the domestic market, or export with ad-valorum cost (also called,
”iceberg costs”) τ∗ > 1, reflecting transportation costs or tariffs determined in the foreign
economy. Production for domestic markets has unit cost c and for exports τ∗c. Transportation
costs for foreign goods entering the domestic economy are symmetrically denoted by τ . Firms’
entry and exit decisions entail a fixed cost fE , which firms have to pay to establish production
in whichever economy. Since our sample includes only Euro Area countries that mainly trade
with each other and are submitted to the same trade regulations, we assume trade costs are
symmetric, i.e. τ = τ∗1. Domestic firms’ profit ΠD(c) and foreign firms’ ΠX(c) are given by:

ΠD(c) = (pD(c)− c)qD(c) (3)

ΠX(c) = (pX(c)− cτ)qX(c) (4)

1This assumption will be further analysed in section ??.
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Profit maximisation problems for the domestic and foreign firms are given by:

max
pD (c), qD (c)

ΠD(c) = (pD(c)− c) ∗ qD(c) subject to qD(c) =
L
γ

(pmax − pD(c)) (5)

max
pX (c), qX (c)

ΠX(c) = (pX(c)− cτ) ∗ qX(c) subject to qX(c) =
L∗
γ

(pmax − pX(c)) (6)

Assuming that markets are segmented, each firm separately maximises its profit across
countries based on the demand for the variety (equation 2) derived in the previous section. This
yields:

qD(c) =
L

2γ
[pD(c)− c] and pD(c) =

1
2

(pmax + c)

qX(c) =
L∗

2γ
[pX(c)− τc] and pX(c) =

1
2

(p∗max + τc)

From these equations, cut-off cost cD expresses the threshold such that for firms with
0 ≤ c < cD produce to supply to the market whereas for firms with c > cD stop producing and
leave the market. Since pmax corresponds to the maximum price that consumers are willing to
pay to get a variety (consumer side) and cD is the cost above which, firms stop supplying to
the market (firm side), at the equilibrium, cD = pmax. In other words, cD is the unit cost of the
firm which is indifferent between staying and leaving the market. As its price is directly driven
down by its marginal cost, the marginal firm achieves its zero profit at p(cD) = cD . Likewise
the marginal exporting domestic firms has costs cX = c∗D

τ . Trade barriers make it more difficult
for exporters to break even relative to domestic producers and to verify zero-profit conditions
compared to domestic producers. Due to trade costs, firms have to choose how much to produce
for domestic markets and how much for export.

To obtain closed form expressions for the key variables, the inverse of costs, 1/c, in each sec-

tor is assumed to follow a Pareto distribution with cumulative distribution functionG(c) =
(
c
cM

)k
,

with k a parameter measuring the dispersion of cost draws and c ∈ [0, cM ]. In this setup, 1/cM
represents the lower bound of productivity of the sector. To allow cross-country productivity
differences, we extend the model so that the upper bound for costs differs across countries, i.e.
cM , c

∗
M . By comparing cM and c∗M , the domestic economy displays either relatively low cost

(high productivity) or high cost (low productivity).

The Pareto assumption simplifies the expressions for the aggregate sectoral price index p
and average cost c, given by:

c =
1

G(cD )

∫ cD

0
cdG(c) =

k
k + 1

cD (7)

p =
1

G(cD )

∫ cD

0
p(c)dG(c) =

2k + 1
2(k + 1)

cD (8)

With markups for domestic sales equal to µω = pω − cω, average sector markups are:

µ =
1

2(k + 1)
cD (9)

Using the previous theoretical framework and equations (8), (7) and (9), price is linked to
the cost and the markups, which are both related to the marginal cost cD .

p = 2k+1
2(k+1)cD = c+µ

c = k
k+1cD

µ = 1
2(k+1)cD

7
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Until now, the theoretical framework accounts for the long-run relationship. We now intro-
duce Melitz and Ottaviano (2008) approach to explain dynamic effects of trade liberalisation.

3.3 Short-run implications

From the consumer behaviour, pmax = 1
γ+ηN (αγ + ηNp) and using the equation pmax = cD , we

obtain :

N =
2γ(k + 1)

η

(
α
cD
− 1

)
(10)

The previous equation shows a decreasing relationship between N and cD . An increase
in cD implies an increase in pmax, which is related to lower aggrgated demand Qi and lower
number of varieties. This characterises the demand side of the economy.

In the short run, firm location is fixed and the decision is whether to produce or not and
which markets to supply, i.e. the number of firms located in each economy is assumed to be
constant.

N =NSRG(cD ) +N
∗
SRG

∗
(cD
τ

)
Using Pareto distribution, the previous equation gives :

N =NSR

(
cD
cM

)k
+N

∗
SR

1
τk

(
cD
c∗M

)k
From the previous equation, cD for the short-run can be deduced:

N =

NSR

ckM
+

1
τk

N
∗
SR

(c∗M )k

ckD (11)

In the short run, as cut-off costs cD directly depend on the number of firms N and the trade
costs τ , so do unit costs c, markup µ and prices p. The increase in cD is associated with an
incrase in the number of firms. The above equations characterise the supply side of the economy
and firms production decisions. The larger the level of cut-off costs cD , the larger the number
of producing firms. Changes in transport costs τ also affect firms’ production decisions and
the marginal costs and thus, modify the number of firms supplying to domestic and foreign
markets. For instance, a decrease in transport costs leads to a lower cD and consequently to
lower price, costs and markups, implying pro-competitive effects of globalisation.

3.4 Long-run implications

Equation (10) derived from the consumer side is still valid to characterise the demand side of
the economy. In the long run, firms can decide to relocate elsewhere, and incur the fixed costs
fE or f ∗E . On the long run, the number of firms located in a country is determined by free entry
and the zero profit condition:∫ cD

0
ΠD(c)dG(c) +

∫ cX

0
ΠX(c)dG(c) = fE

Combining with ΠD(c) = (pD(c)− c) ∗ qD(c) and ΠX(c) = (pX(c)− cτ) ∗ qX(c), it is possible to
solve the system of equations to obtain cD as an expression of τ,cM , c∗M and L as well as for c∗D .

8
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On the long run, cD does not depend on N but on characteristics of an economy.

Letting NLR and N ∗LR denote the endogenous long run equilibrium number of firms located
in each country. The total number of firms is the sum of the domestic and foreign firms with
costs below the threshold level. The proportion of firms with marginal cost below cD is given
by G(cD ).

N =NLRG(cD ) +N ∗LRG
∗
(cD
τ

)
Using Pareto distribution, the previous equation gives :

N =NLR

(
cD
cM

)k
+N ∗LR

1
τk

(
cD
c∗M

)k
However, the number of firms supplying to domestic market and to foreign market are no

longer fixed and vary on the firm entry and exit. Free entry of domestic firms in a country
implies zero expected profit. Using the Pareto distribution, zero expected profit conditions in
each country pin down closed form solutions for NLR and N ∗LR. Recall that cX = c∗D /τ to obtain
the following expressions for the costs of the marginal form:

ck+2
D =

φ(τ)
(1− τ−2k)L

1− 1
(τ)k

(
c∗M
cM

)k
=
φ(τ)
L

[
1− (τλ)−k

1− τ−2k

]
(12)

where φ(τ) = 2(k + 1)(k + 2)ckMfE(τ) and λ = cM /c∗M . The cut-off cost is pinned down by the
distribution of costs (cM ), the level of fixed costs (φ(τ)/ckM ), market size (L) and trade costs (τ).
From system of equations, we deduce that in the short-run, costs, markups and hence prices all
depend also depend on market size (L) and trade costs (τ).

Depending on the variations of trade costs τ , trade liberalisation can have either anti-
competitive or pro-competitive effects. Indeed, a fall in domestic trade costs leads to a upward
shift in marginal costs and in equilibrium, to a fall in N . This decrease in the number of firms
implies higher prices, higher markups and higher costs. Given this, the long run effect of trade
liberalisation can be ambiguous, depending on the relative transport costs between domestic
and foreign economy.

3.5 Differentiated model

Following the theoretical framework, price, costs and markup are linked via the cut-off cost cD .
In the long-run, the cut-off cost is given by equation (12). Total differentiating the system of
equations with respect to λ, τ and τ∗ leads to:

p̂ = c
c+µ ĉ+ µ

c+µ µ̂

ĉ = aλ̂+ bτ̂ + hL̂

µ̂ = aλ̂+ bτ̂ + hL̂

with 
a = k

k+2
(λτ)−k

1−(λτ)−k

b = 1
k+2

(
φ′(τ)τ
φ(τ) + k (τλ)−k

1−(λτ)−k − k
(τ)−2k

1−(τ)−2k

)
h = −1

k+2

9
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4 Empirical framework

In this section, we adapt the theoretical framework to more estimable models. To assess the
pro-competitive effect of trade liberalisation, an error-correction model is used. It allows to
study the short run and long run dynamics of prices, productivity and markups. We then
introduce assumptions we make to adapt the theoretical model, as well as the issues related to
such assumptions.

4.1 Empirical setup

As highlighted in Chen et al. (2009), domestic and foreign transport costs, τ and τ∗, are key
variables characterising trade liberalisation. However, since reliable estimates of trade costs
are difficult to obtain at the sectoral level, we use the import penetration ratio as a measure of
openness. It is defined as the weight of imports in total domestic demand and enables to proxy
the degree of import competition within a country.

θ =

∫ c∗X
0 p∗X(c)q∗X(c)dG∗(c)∫ cD

0 pD(c)qD(c)dG(c) +
∫ c∗X

0 p∗X(c)q∗X(c)dG∗(c)

Since pD(c) = 1
2 (cD + c) and pX(c) = 1

2 (c∗X + c), under the Pareto distribution, it implies:

θ =
1

1 +
[

1
τk

(
cM
c∗M

)k]−1 (13)

Domestic openness falls with the transport costs applied to foreign imports, and increases
with domestic relative costs. Symmetric effects hold for foreign openness. We use these expres-
sions to replace trade costs with directly observable import shares in each of our equations for
prices, markups and productivity.

By rearranging terms in equation (13), the previous equations yield:

1
τk

(
cM
c∗M

)k
=

θ
1−θ

(14)

These expressions highlight that trade costs can be approximated by a ratio of import
penetration, assumming cM

c∗M
does not change over time. cM represents the cut-off cost, which

stems from the zero-profit condition. As Schwerhoff and Sy (2014) assume a time trend to
capture technological progress, when applicable, we assume a time trend evolution. Although
approximate it is, by substituting transport costs τ with the import penetration ratio, the
equations become estimable.

Cost function of firms are not easily observable and due the data accuracy and availability
issues, productivity variable is used to make the model estimable. Assuming that unit costs
depend only on wages and a negative relationship between cost and productivity variable, we
define productivity z based on the following expression: z = w

c where w denotes the nominal
wage. Since w is fixed and 1/c follows Pareto distribution and using the expression of c̄, z̄ is
given by:

z =
k2

k2 − 1
1

(cM /cD )k − 1
w
c̄

=
k

k − 1
1

(cM /cD )k − 1
w
cD

z̄ is inversely proportional to cD . Furthermore, the relationship translates teh fact that in
the short run, given the assumption that the number of firms is fixed and the equillibrium

10
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determines the number of firms and the cut-off cost cD . If the degree of openness increases (via
a decrease in τ), it increases the number of firms and accordingly, increases productivity and
decreases markup level. In the long run, firms can flexibly reallocate and consequently, cD is
determined by structural aspects of economies.

4.2 Empirical model

Following the theoretical framework, the ”direct” effect of globalisation can be through the
markup and cost channels. Prices can be decomposed into markup and productivity effects.
Our theoretical framework lends itself to a simultaneous equations system. In order to estimate,
we use the error correction model.

Given this, we choose to estimate the effect of globalisation on prices through a simulta-
neous equations approach. We also clean prices from monetary policy effects, by estimating
relative prices, i.e. for a given industry, we divide its nominal production price by the total
manufacturing price. Monetary base variables would have been more adapted to correct prices.
However since our scope of countries cover European Eurozone countries, monetary base data
per country is not available.

Using the assumptions made in the previous section, productivity is substituted to the
cost. In the short-run, cD can be replaced with expressions from equation (11). By using the
expression given in equation (14), it is possible to express the previous system with the openness
(θ).

Our empirical model implies an error correction model with the number of firms D in the
short-run and the market size L in the long-run. Also, for labour productivity, the remuneration
level is included. To account for the technological progress of cM

c∗M
, we add sector and country

dummies as well as a time trend when it is applicable. All in all, our simultaneous equations
system suggests the following log-linear expression:
∆ lnpijt = α0 +α1∆ lnzijt +α2∆ lnµijt + β

[
lnpijt−1 +γ0 +γ1t +γ2 lnzijt−1 +γ3 lnµijt−1

]
+ εijt

∆ lnzijt = αz0 +αz1∆ lnθijt +αz2∆ lnDijt + βz
[
lnzijt−1 +γz0 +γz1t +γz2 lnθijt−1 +γz3 lnLijt−1 +γz4 lnwijt−1

]
+ εijt

∆ lnµijt = α
µ
0 +α

µ
1∆ lnθijt +α

µ
2∆ lnDijt + βµ

[
lnµijt−1 +γ

µ
0 +γ

µ
1 t +γ

µ
2 lnθijt−1 +γ

µ
3 lnLijt−1

]
+ νijt

where α0 is an intercept, θijt the import penetration ratio of country i in sector j at time
period t,Dijt the number of domestic firms, Lijt the market size (measured by the gross domestic
product) and wijt the real remuneration level. We allow for country fixed effects and time
dummies, which are selected based on observed shocks and exogeneous events.

4.3 Instrumenting openness

As underlined in Chen et al. (2004, 2009), approximating trade costs with openness in our
model also introduce endogeneity, since openness θ also depends on domestic factors. For
instance, foreign countries can base their decision to export on domestic prices of their trade
partners. If the latter experience increasing inflation, consumers can be more attracted to
imported products. Likewise the relation between productivity and openness can also be
ambiguous.

To tackle the endogeneity issues, a number of instruments are chosen to reflect trade liberal-
isation. We however focus on variables related to trade costs (i.e. transport an transaction costs),
since we took openness as proxy of trade costs. To instrument the costs of transport, we appeal
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to traditional tariff and non-tariff barrier variables as well as some competitiveness variables.

For tariff barriers, we use a bulkiness variable and apparent tariff rate. Bulkiness relates to
the weight of imported goods, the underlying assumption being that the heavier they are, the
more expensive their transport costs are (Hummels, 2001). This would then reduce incentives
to import. The bulkiness is built as the ratio of exports in value to exports in volume (weight in
kg) for each sector. In order to wipe out potential endogeneity, we take the US exports which
are computed as the sum of the exports of the countries in scope minus those of the country.
The formal expression is given as follows:

Bulkinessijt =
valXUSA,jt − valXUSA,ijt

volXUSA,jt − volXUSA,ijt

where i indexes country, j sector, t time period and valX and volX designate respectively the
exports in value and in weight (tons).

Since our database contains Eurozone countries, same tariff rates apply for all the imports.
In order to assess the impact of trade liberalisation, Ahn et al. (2016) have built an effective
tariff rate. In a similar way, import-weighted tariff rates are computed at the sector level using
the following formula:

τ̃ =

∑
k∈Kj τijktmijkt∑
k∈Kjmijkt

where mijkt designates import of country i in sector j of variety k at time t

The higher the apparent tariff rate is, the more the country imports products which have high
tariff rate. It can be a proxy for the degree of protection of the domestic suppliers. It is hence
expected to be negatively correlated to import penetration in final demand.

We use gravity variables for non-tariff barrier. The gravity model of international trade
provides an explanation for the empirically observed regularity of the trade flows. From the
seminal contribution of Krugman (1980) to the theoretical and empirical explanation given
by Chaney (2013), trade flows between two countries are proportional to the economic size
(measured as gross national products) and inversely proportional to the distance separating
these two countries:

Gijt =
∑
k,i

RGDPkjt
dikt

where RGDPkjt designates the real GDP of country k in sector j at time t

Finally we add competitiveness variables since increased competitiveness also can reduce
trade costs. The real effective exchange rate is a traditional competitiveness indicator. Since it is
built as a weighted2 average of bilateral exchange rates, it takes into account a set of exchange
rates – and thus, better reflects the value of a currency – and the trade structure of the country.

Following Martin and Mejean (2014), we include the Balassa index which measures revealed
comparative advantage by comparing a country’s export shares in an industry to the reference
area’s average export shares enables to compute the revealed comparative advantage of country
i compared to the reference area a:

Balassaij =
xij /Xi
xaj /Xa

2In our paper, we use double-weighting (Turner and Van’t dack, 1993) method to build the variable.
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5 A preliminary investigation: descriptive analysis

5.1 Data processing

Our sample covers five Euro Area countries (Austria, France, Germany, Italy and Spain), nine
manufacturing sectors3 and over the period 1995 to 2014 for most countries. We combine data
from Eurostat, OECD, WIOD and BACH (See Appendix A for further details on our dataset).

Firm data at a sector level. More specifically, for our price data, we use annual producer price
index in manufacturing industry for domestic market. Labour productivity is measured as the
ratio of real value added to total employment, as provided by Eurostat. Instead of using the
number of foreign exporting firms, we use its relationship to the number of active domestic
firms, which is provided by Eurostat Structural Business Survey (SBS) database. Our country
selection is based on data availability on the one hand and the fact that those five selected
countries represent 61% of the GDP of European Union and around 85% of the GDP of the
Eurozone on the other hand.

To compute markups, we use the Bank for the Accounts of Companies Harmonized (BACH)
database, which gathers harmonized economic and financial information of non-financial en-
terprises by size class and business sector. It covers eleven European countries4. However the
selected companies in the BACH database represent neither a complete survey nor a statistically
representative sample. Some countries have administrative databases that cover the entire
population of non-financial corporations. But for most countries, subsets of the total population
are available and large companies are generally over represented5.

Markups represent the market power of a firm, i.e. its ability to set and sustain its price
above its marginal costs. It is usually measured with Lerner index, defined as the difference
between price and marginal costs divided by price. But since marginal costs are hard to
observe, based on the BACH database and Chen et al. (2009) approach, we define markups using
information on total variable costs only (i.e. cost of goods sold, materials and consumables plus
staff costs):

µijt =
[ unit price
unit variable costs

]
ijt

=
[ turnover
total variable costs

]
ijt

Trade data We use three indicators for openness: gross and value added import penetration in
domestic final demand and participation to GVCs. To define the gross import penetration, we
use data from Eurostat and OECD STAN Bilateral Trade Database in goods. Import penetration
is defined as the ratio of total imports relative to the total production dedicated to the domestic
market, i.e. the sum of imports and sectoral output net of exports. For the value added import
penetration, we use WIOD Input-Output Tables 2016 edition and 2013 editions for pre-2000
data. Value added import penetration is computed as the content of foreign value added in the
domestic final demand, based on Stehrer (2012) method (see Appendix B for a more detailed
presentation).

Indicators of GVC participation are computed by Wang et al. (2016), using the 2013 edition
of WIOD Input-Output Tables. Participation to GVCs is defined as the sum of domestic value

3See Table 10 in Appendix A
4Austria, Belgium, Czech Republic, France, Germany, Italy, the Netherlands, Poland, Portugal, Slovakia and

Spain. Denmark, Luxembourg, Romania and Turkey are expected to join the BACH database in the coming years.
5In the case of Italy, the entire population of non-financial corporations is well covered in the manufacturing

sector.
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added embodied in foreign exports (forward linkage) and foreign value added embodied in
domestic exports (backward linkage). Forward linkage measures the extent to which exports
have become more vertically specialised and backward linkage measures the extent to which
intermediate inputs to produce exports have been offshored.

Wang et al. (2016) put forward another break-down of GVC participation by dividing into
shallow and deep portions based on the number of times domestic value added crosses national
borders. Intermediates crossing only once the borders – directly absorbed by the importers
– are included in the shallow portion. Intermediates crossing at least twice are included in
the deep portion. They are either absorbed by the country’s partner or re-exported to third
countries.

5.2 Sectoral dynamics
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Figure 1: Dynamics of sectoral shares per industry over time

Figure 1 displays the shares of manufacturing sectors from 1995 to 2014 in terms of value
added and employment. Since we focus on the sectoral heterogeneity, the shares are computed
after summing up the variable (in current value) over the set of countries. In general, the
sectoral shares remain rather stable over time. Nevertheless, the share of sectors of textile
(1315), wood and paper (1618) and rubber and plastic (2223) have decreased over the period
1995-2014 whereas the shares of sectors of chemicals and pharmaceuticals (2021) and vehicles
and transport (2930) have most increased.

Information on the shares of sectors within the economy is of high interest. Indeed, a
declining sector may behave differently towards trade openness. For instance, some sectors
can be regarded as strategic sectors and thus, they may be protected. This may cancel out
productivity gains or crowding out of less productive firms. In our model, it can appear as a
decline in productivity while the openness is increasing within the sector.
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5.3 Trends analysis
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Figure 2: Time trends (controlled for country fixed effects)

In this section, we study the long-term dynamics of our key variables. Figure 2 displays the
coefficients obtained by regressing key variables on time trends for the period 1995-2014 while
controlling for country fixed effects. It can be interpreted as a long-term time trend and, by
using all the information available during the sample period, is more robust to the start and
end date. Nevertheless, one should keep in mind that these figures only provide statistical
correlations with respect to the time trend and further analysis is required.

Relative production price has most decreased in the sectors of textile (1315), wood and paper
(1618), electrical equipments (2627) and vehicles and transport (2930) while it has increased
in the sector of metals (2425). Labour productivity has significantly increased in all sectors.
The growth has been the highest in the sectors of electrical equipment (2627), textile (1315),
chemicals and pharmaceuticals (2021), vehicles and transport (2930) and has been much more
moderate in the sectors of food and drinks and metals.

Gross import penetrations has been increasing over time. The dynamics is similar in terms
of VA import penetration, with some differences accross industries : the increase in openness is
higher for the sector of foods and drinks (1012) when measuring in value-added terms whereas
it is slightly lower for the sectors of metals (2425) and electrical equipment (2627). A thriving
literature promotes the use of value added to measure trade flows, namely in order to account
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for the interdependencies and the fragmentation of the production process. In this regard, a
larger increase in VA import penetration than in gross import penetration may imply a more
important fragmentation in the production process.

5.4 Sectoral openness - to be deleted

6 Estimation

In this section, we build on the approach adopted in Chen et al. (2009). However, we estimate
separately the effect of openness on our main variables of interest, which are prices, productivity
and markups. Our theoretical framework implies that the effect of openness is negative on
prices and markups and positive on productivity. Countries fixed effects are included to capture
country-specific structural characteristics. A dummy for the period of crisis6 is added to account
for the Great Recession.

6.1 Pooled sample

In the first place, the estimation is carried out with the pooled sample and the equation is
similar to that of Chen et al. (2009). Since the period 1995-2014 include the 2007 financial
crisis and global recession, we add a crisis dummy for the period 2007-2009 to capture the
global trade and economic slowdown. When estimating with gross import penetration, the OLS
and IV regressions provide similar results with expected effets on productivity and markups i.e.
positive for the productivity and negative for the markups. However, the effect of openness is
not significant on prices (table 1). When using VA import penetration in the pooled sample
regression, the results are improved. Indeed, as expected and found in Chen et al. (2009), trade
is negatively and significantly correlated with prices. The effects on productivity and markups
are preserved. Instrumentation does not seem to change significantly the results even though
the magnitude of coefficients is higher. With both indicators, no matter OLS or IV, the effect of
trade openness in the long run is unclear. For the whole economy, an increase in trade openness
has some results predicted by the theoretical framework. However, the pro-competitive effects
is not identified in the long-run and given this, we pursue our investigation by taking into
account the sectoral heterogeneity.

6After observing the productivity graphs, the period chosen to account for the crisis is 2008 - 2009. This choice
is robust to one or two extra years around the period.
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Table 1: Pooled sample regression - gross import penetration

(1) (2) (3) (4) (5) (6)
Price Productivity Markup Price (IV) Productivity (IV) Markup (IV)

ln PPIit−1
PPItott−1

-0.12∗∗∗ -0.12∗∗∗

(0.02) (0.02)

lnzt−1 -0.16∗∗∗ -0.14∗∗∗

(0.02) (0.02)

lnµit−1 -0.28∗∗∗ -0.27∗∗∗

(0.03) (0.03)

∆ lnθit 0.02 0.10∗∗ -0.05∗∗∗ 0.01 0.38∗∗∗ -0.07∗∗

(0.02) (0.04) (0.01) (0.03) (0.09) (0.03)

lnθit−1 -0.01 0.02 -0.00 0.00 -0.08 0.02
(0.01) (0.02) (0.01) (0.02) (0.07) (0.02)

crisis 0.01∗∗∗ -0.08∗∗∗ 0.00 0.01∗∗∗ -0.08∗∗∗ 0.00
(0.00) (0.01) (0.00) (0.00) (0.01) (0.00)

∆ lnDit 0.01 0.00 -0.01 0.00 0.05 -0.02
(0.01) (0.03) (0.01) (0.02) (0.04) (0.01)

lnLit−1 -0.03∗∗∗ 0.23∗∗∗ -0.01 -0.05∗∗ 0.37∗∗∗ -0.03∗

(0.01) (0.04) (0.01) (0.02) (0.09) (0.02)

ln wit−1
PPIit−1

-0.05∗∗ -0.09∗∗∗

(0.02) (0.04)
Import indicator gross gross gross gross gross gross
Specification OLS OLS OLS IV IV IV
Country fixed effects yes yes yes yes yes yes
Observations 691 720 720 691 720 720
R2 0.10 0.26 0.16 0.09 0.17 0.14

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 2: Pooled sample regression - VA import penetration

(1) (2) (3) (4) (5) (6)
Price Productivity Markup Price (IV) Productivity (IV) Markup (IV)

ln PPIit−1
PPItott−1

-0.12∗∗∗ -0.11∗∗∗

(0.02) (0.02)

lnzt−1 -0.15∗∗∗ -0.15∗∗∗

(0.02) (0.02)

lnµit−1 -0.28∗∗∗ -0.26∗∗∗

(0.03) (0.03)

∆ lnθit -0.04∗∗ 0.17∗∗∗ -0.11∗∗∗ -0.16∗∗∗ 0.64∗∗∗ -0.15∗∗∗

(0.02) (0.05) (0.02) (0.05) (0.12) (0.04)

lnθit−1 0.00 0.02 -0.02∗∗∗ 0.03 -0.01 0.00
(0.01) (0.02) (0.01) (0.02) (0.06) (0.02)

crisis 0.01∗∗∗ -0.08∗∗∗ -0.00 0.01∗ -0.06∗∗∗ -0.00
(0.00) (0.01) (0.00) (0.00) (0.01) (0.00)

∆ lnDit 0.00 -0.00 -0.01 -0.00 0.02 -0.02
(0.01) (0.03) (0.01) (0.01) (0.04) (0.01)

lnLit−1 -0.05∗∗∗ 0.24∗∗∗ 0.00 -0.07∗∗∗ 0.29∗∗∗ -0.02
(0.01) (0.04) (0.01) (0.02) (0.07) (0.02)

ln wit−1
PPIit−1

-0.05∗∗∗ -0.06∗∗∗

(0.02) (0.02)
Import indicator VA VA VA VA VA VA
Specification OLS OLS OLS IV IV IV
Country fixed effects yes yes yes yes yes yes
Observations 691 720 720 691 720 720
R2 0.10 0.27 0.20 0.03 0.15 0.18

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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6.2 Sectoral Approach

6.2.1 Gross import penetration ratio

In this section, the estimation is carried out by sector separately. Using the gross import pene-
tration as a measure of trade openness, its effect on key variables is less clear as regards the
mechanism described in theory (table 2). The short-run coefficient of openness is negative and
significant only in the sectors of food and drinks (1012), electrical equipment (2627) and textile
while the coefficient is positive for the sector of metals (2425).

As for productivity, when significant, openness is positively correlated in the sectors of
wood and paper (1618), metals (2425) and electrical equipment (2627) in the short-run. In the
long run, it is positively correlated to productivity in the sector of textile (1315) and negatively
correlated in the sector of vehicles and transport (2930). Like the pooled sample regressions, we
add the crisis dummy to capture the plunge in productivity at the wake of the global financial
crisis.

As for markups, when significant, the coefficient of openness is negative, namely in the
sectors of metals (2425), wood and paper (1618) and food and drinks (1012). Surprisingly, the
effect of the crisis dummy is not observable for the markups.

On the whole, the empirical evidence for the theoretical mechanism is weak when using
the gross import penetration ratio. After investigation, the related literature on global value
chains seems to provide a part of answer to this result. Traditional measures of imports and
exports can be potentially biased with the double counting issues of re-exported goods since
they are recorded each and every time they cross borders. Hence, gross statistics can overstate
their importance to the real demand and supply for the goods. Furthermore, they assume that
the country produces from the beginning to the end whereas the global trend in terms of the
production process is to divide into various tasks and intermediate components. To overcome
such issues, an alternative indicator of openness using value added can be used.

6.2.2 Value added import penetration ratio

In this part, the estimation is done with the VA import penetration. It has the advantage to
better account for the real production process. The on-going globalisation implies an increase
in the interconnections across countries. In fact, one country’s import may already contain some
value-added that is created within the same importing country. This measurement issue can be
addressed by measuring value added or in simple terms, the contribution of each country to
the production of the good. As a matter of fact, the results of estimation are highly improved
when using the import penetration measured in value added.

Table 3 displays a clearer effect of the VA import penetration on key variables. When
significant, the sign of the coefficients in most cases corresponds to the expected one. Openness
seems to affect productivity positively and prices negatively in most sectors in the short run and,
in a smaller extent, in the long run. Its effects on markups are less clear but, when significant,
are negative both in the short run and in the long run. Conversely to Chen et al. (2009), there
is no evidence of a reversal effect of trade liberalisation between the short and the long run.
As highlighted in Baghli et al. (1998), ”economic long run” can differ from ”econometric long
run”: given the short estimation period, the long-run relation derived from the theoretical
economic model may not meet the estimated ”econometric long run”. In our framework, the
lack of sign reversal between long-run and short-run coefficients may imply that ”long-run
economic” implications of trade liberalisation needs more decades to be observed.
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Table 3: Sectoral regression using gross import penetration

(1) (2) (3) (4) (5) (6) (7) (8)
1012 1315 1618 2021 2223 2425 2627 2930

Price ∆ lnppiit
∆ lnθit -0.38∗∗∗ -0.24∗ -0.04 0.08 -0.02 0.24∗∗∗ -0.18∗∗ -0.05

(0.09) (0.13) (0.10) (0.09) (0.06) (0.05) (0.08) (0.14)

∆ lnDit -0.07∗∗ -0.00 0.01 -0.03 0.03 0.08∗ 0.02 0.00
(0.03) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.05)

lnppiit−1 -0.15∗ -0.36∗∗∗ -0.30∗∗∗ -0.17∗∗∗ -0.21∗∗∗ -0.19∗∗ -0.16∗∗∗ -0.17∗∗

(0.08) (0.10) (0.10) (0.06) (0.06) (0.08) (0.06) (0.07)

lnθit−1 0.03 -0.04 -0.13∗∗ -0.02 -0.02 0.00 -0.15∗ -0.01
(0.03) (0.03) (0.07) (0.03) (0.02) (0.04) (0.09) (0.10)

lnLit−1 -0.07∗∗ -0.12∗ -0.08∗ 0.01 -0.02 0.03 -0.04 -0.10
(0.03) (0.06) (0.05) (0.03) (0.03) (0.03) (0.05) (0.07)

crisis 0.01 0.01 0.00 -0.01 0.02∗∗∗ 0.01∗ 0.00 0.03∗∗∗

(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
Productivity ∆ lnzit

∆ lnθit 0.42 0.14 0.36∗∗∗ -0.18 0.19 0.42∗∗∗ 0.43∗∗ 0.13
(0.25) (0.25) (0.11) (0.25) (0.15) (0.12) (0.18) (0.47)

∆ lnDit 0.14∗ -0.11 0.05 -0.03 0.01 -0.01 0.04 0.19
(0.08) (0.07) (0.06) (0.12) (0.10) (0.12) (0.11) (0.15)

lnzit−1 -0.33∗∗∗ -0.64∗∗∗ -0.34∗∗∗ -0.25∗∗∗ -0.22∗∗∗ -0.27∗∗∗ -0.10 -0.32∗∗∗

(0.09) (0.09) (0.08) (0.09) (0.07) (0.08) (0.06) (0.11)

lnθit−1 -0.10 0.13∗∗ 0.07 0.09 0.07 0.12 -0.15 -0.66∗

(0.06) (0.05) (0.08) (0.10) (0.05) (0.09) (0.16) (0.40)

lnwit−1 -0.16∗∗ -0.34∗∗∗ -0.25∗∗∗ 0.12 -0.03 -0.22∗∗ -0.16∗ 0.01
(0.08) (0.07) (0.07) (0.10) (0.08) (0.10) (0.09) (0.13)

lnLit−1 0.58∗∗∗ 0.30∗∗ 0.54∗∗∗ 0.04 0.10 0.38∗∗ 0.50∗∗∗ 1.00∗∗

(0.17) (0.13) (0.13) (0.18) (0.11) (0.15) (0.14) (0.44)

crisis -0.06∗∗∗ -0.06∗∗∗ -0.04∗∗∗ -0.05∗∗∗ -0.08∗∗∗ -0.09∗∗∗ -0.07∗∗∗ -0.17∗∗∗

(0.02) (0.02) (0.01) (0.02) (0.01) (0.02) (0.02) (0.04)
Markup ∆ lnµit

∆ lnθit -0.22∗ 0.05 -0.09∗∗ 0.03 -0.05 -0.12∗∗∗ 0.02 0.13
(0.12) (0.08) (0.04) (0.08) (0.05) (0.04) (0.05) (0.14)

∆ lnDit -0.02 0.03 -0.01 -0.06∗ 0.00 0.00 -0.04 -0.01
(0.04) (0.02) (0.02) (0.04) (0.04) (0.04) (0.03) (0.04)

lnµit−1 -0.20∗∗∗ -0.63∗∗∗ -0.78∗∗∗ -0.44∗∗∗ -0.33∗∗∗ -0.27∗∗∗ -0.32∗∗∗ -0.39∗∗∗

(0.07) (0.11) (0.10) (0.10) (0.10) (0.08) (0.09) (0.11)

lnθit−1 -0.07∗∗ 0.00 -0.06∗∗ 0.01 -0.01 -0.00 0.06 0.00
(0.03) (0.02) (0.03) (0.03) (0.02) (0.03) (0.04) (0.09)

lnLit−1 0.03 0.03 0.01 -0.06∗ -0.07∗∗∗ -0.02 -0.04 0.08
(0.05) (0.04) (0.02) (0.03) (0.02) (0.03) (0.04) (0.06)

crisis -0.00 0.00 0.00 0.01 0.00 -0.01 0.01∗ -0.01
(0.01) (0.01) (0.00) (0.01) (0.01) (0.01) (0.01) (0.01)

Import indicator gross gross gross gross gross gross gross gross
Specification IV IV IV IV IV IV IV IV
Country fixed effects yes yes yes yes yes yes yes yes
Time fixed effects yes yes yes yes yes yes yes yes
Observations 89 88 85 89 89 81 81 89

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 4: Sectoral regression using VA import penetration

(1) (2) (3) (4) (5) (6) (7) (8)
1012 1315 1618 2021 2223 2425 2627 2930

Price ∆ lnppiit
∆ lnθit -0.32∗∗∗ -0.59∗∗∗ -0.17∗ 0.18 -0.29∗∗∗ 0.33∗∗∗ -0.38∗∗∗ -0.47∗∗

(0.07) (0.21) (0.10) (0.23) (0.07) (0.06) (0.11) (0.21)

∆ lnDit -0.02 -0.02 -0.03 -0.05 0.00 0.06 0.02 -0.00
(0.03) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.05)

lnppiit−1 -0.29∗∗∗ -0.36∗∗∗ -0.32∗∗∗ -0.18∗∗ -0.17∗∗∗ -0.18∗∗ -0.11∗∗∗ -0.23∗∗∗

(0.08) (0.10) (0.09) (0.08) (0.06) (0.08) (0.04) (0.08)

lnθit−1 0.03 -0.01 -0.14∗∗ -0.06 -0.00 0.03 -0.23∗∗∗ -0.15∗∗

(0.02) (0.03) (0.07) (0.05) (0.03) (0.06) (0.09) (0.07)

crisis 0.01 0.01 -0.01 -0.00 0.01 0.02∗ -0.00 0.00
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.02)

lnLit−1 -0.07∗∗ -0.23∗∗∗ -0.08∗ 0.04 -0.03 0.02 -0.04 -0.08∗

(0.03) (0.07) (0.04) (0.04) (0.03) (0.04) (0.05) (0.05)
Productivity ∆ lnzit

∆ lnθit 0.26∗ 0.35 0.48∗∗∗ -0.26 0.54∗∗∗ 0.67∗∗∗ 0.90∗∗∗ 0.67
(0.15) (0.33) (0.13) (0.57) (0.18) (0.16) (0.28) (0.56)

∆ lnDit 0.07 -0.10 0.03 0.02 0.04 0.01 0.02 0.12
(0.07) (0.08) (0.06) (0.11) (0.10) (0.11) (0.11) (0.14)

lnzit−1 -0.38∗∗∗ -0.57∗∗∗ -0.34∗∗∗ -0.25∗∗∗ -0.19∗∗∗ -0.31∗∗∗ -0.15∗∗∗ -0.36∗∗∗

(0.08) (0.09) (0.08) (0.08) (0.06) (0.08) (0.05) (0.13)

lnθit−1 -0.07 0.08∗ 0.15∗ 0.21 0.12 0.43∗∗∗ -0.04 -0.30
(0.05) (0.04) (0.08) (0.15) (0.07) (0.14) (0.20) (0.28)

lnwit−1 -0.10 -0.34∗∗∗ -0.24∗∗∗ 0.05 -0.03 -0.27∗∗∗ -0.15 0.04
(0.06) (0.08) (0.07) (0.10) (0.08) (0.09) (0.09) (0.13)

lnLit−1 0.49∗∗∗ 0.39∗∗∗ 0.48∗∗∗ 0.09 0.06 0.31∗∗ 0.53∗∗∗ 0.78∗∗

(0.14) (0.12) (0.13) (0.18) (0.12) (0.14) (0.15) (0.39)

crisis -0.06∗∗∗ -0.06∗∗∗ -0.03∗∗ -0.06∗∗∗ -0.06∗∗∗ -0.09∗∗∗ -0.04∗ -0.09∗∗

(0.02) (0.02) (0.01) (0.02) (0.02) (0.02) (0.02) (0.05)
Markup ∆ lnµit

∆ lnθit -0.21∗∗ -0.03 -0.13∗∗ -0.09 -0.22∗∗∗ -0.22∗∗∗ -0.05 0.04
(0.09) (0.09) (0.05) (0.21) (0.06) (0.05) (0.08) (0.18)

∆ lnDit -0.01 0.03 -0.02 -0.06∗ -0.01 0.01 -0.02 -0.01
(0.04) (0.02) (0.02) (0.04) (0.03) (0.04) (0.03) (0.04)

lnµit−1 -0.19∗∗∗ -0.60∗∗∗ -0.72∗∗∗ -0.47∗∗∗ -0.36∗∗∗ -0.34∗∗∗ -0.29∗∗∗ -0.38∗∗∗

(0.07) (0.12) (0.11) (0.09) (0.11) (0.10) (0.09) (0.09)

lnθit−1 -0.06∗∗ 0.00 -0.07∗∗ -0.01 -0.03 -0.07 -0.01 -0.03
(0.02) (0.01) (0.03) (0.04) (0.04) (0.06) (0.07) (0.05)

lnLit−1 0.04 0.01 0.01 -0.05 -0.07∗∗∗ 0.01 0.01 0.08∗∗

(0.04) (0.03) (0.02) (0.04) (0.02) (0.04) (0.04) (0.04)

crisis -0.00 0.00 -0.00 0.01 -0.01 -0.01 0.01 -0.01
(0.01) (0.01) (0.00) (0.01) (0.01) (0.01) (0.01) (0.01)

Import indicator VA VA VA VA VA VA VA VA
Specification IV IV IV IV IV IV IV IV
Country fixed effects yes yes yes yes yes yes yes yes
Time fixed effects yes yes yes yes yes yes yes yes
Observations 90 90 90 90 90 90 90 90

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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As for the prices, the effect of openness is not significant in the sectors of wood and paper
(1618) and chemicals and pharmaceuticals (2021). Sectors in which an increase in openness has
no effect on the productivity are sectors of food and drinks (1012), chemicals and pharmaceuti-
cals (2021) and vehicles and transport (2930). Finally, sectors in which the effect on markups
is significant and with the expected sign are the sectors of food and drinks (1012), wood and
paper (1618) and metals (2425).

Information on the firm concentration measured by the Herfindahl-Hirschmann Index
(HHI) and quality changes7 (figure ??) provides further insight on sectors with few or no
significant effect of trade openness, as chemicals and pharmaceuticals (2021) or vehicles and
transport (2930). Interestingly, those sectors also display the highest level in firm concentration
(HHI). In this regard, a part of answer to the absence of the effect of trade openness may be
attributed to the high firm concentration that would offset or mitigate the competitive effect
of openness. Sectors of food and drinks (1012) and textile (1315) display also a slighly higher
firm concentration level than other sectors such as those of wood and paper (1618), rubber and
plastic (2223) and metals (2425) and this may contribute to the weak effect of trade openness on
productivity and markups. To recap, our theoretical prediction holds if openness is translated
into a larger market with a larger number of firms. Yet, if the market is highly concentrated,
domestic firms may be large and may be resistant to the adjustment caused by a tougher
competition exerted from the foreign firms. In other words, domestic firms may adjust slowly
to the trade openness and thus, the effects of trade openness can be weakened.

At last, the sectors of wood and paper (1618) and electrical equipment (2627) have weak
effects of trade openness on both prices and productivity. However, they are characterised by
low firm concentration level and stable quality dynamics. In other words, factors other than the
firm concentration and the quality dynamics would be behind this weak effect of the trade. As
for the sector of wood and paper (1618), the part of answer can be found in the weight of those
sectors in the economy insofar as its share has been declining during the whole period (figure 1).

Finally, in addition to the firm concentration and the quality dynamics, the origin country
of the imports can be another factor that can explain the low effect of trade in the sector of
textile (1315). As a matter of fact, the sector of textile is characterised by a very proportion of
imports from the low income countries.commentaire : citer un graphique

7Details of the indicators will be added in the appendix.
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Sources: CompNet databases.
Notes: Quality change is computed following Martin et Mejean (2013)

Figure 3: Firm concentration and quality change (average over time)

6.2.3 Participation to GVC

As presented in the data description, GVC indicators, also denoted the participation to the GVC,
are computed as the sum of the domestic value added embodied in foreign exports (forward
linkage) and foreign value added embodied in domestic exports (backward linkage) over the
domestic value added.In this section, we use the participation to GVC, which is the sum of the
value-added emboded in domestic exports and foreign value-added emboded in domestic value
added. Thus, it indicates how much a country is integrated in the international trade, or more
precisely, in the global value chain.

The former measures the vertical specialisation whereas the latter measures the level of the
offshoring of the intermediate inputs to produce the exports. In the extension, we distinguish
those two concepts of the GVC participation indicator so as to assess how different their impacts
are on our key dependent variables.

Compared to the gross and value-added import penetration, regressions seem to provide
with more significant effects when measured by the GVC participation indicator. As for the
price, the short-run effect of the import penetration is significant with expect sign in all the
sectors except the sector of chemicals and pharmaceuticals (2021, not significant) and the sector
of metals (2425, significant but with the positive coefficient). However, its long-run effect on
prices is less clear.

The effect of openness is significant with expected sign in all the sectors except the sector of
textile (1315), chemicals and pharmaceuticals (2021) and vehicls and transport (2930). The
long run effect is less clear.

When significant, markup is also negatively correlated with openness, often in the long run
and short run. However, the magnitude of the long-run coefficient is smaller. Our estimation
yields a significant effect in the sector of food and drinks (1012), wood and paper (1618), rubber
and plastic (2223) and metals (2425).
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Table 5: Sectoral regression using GVC indicators

(1) (2) (3) (4) (5) (6) (7) (8)
1012 1315 1618 2021 2223 2425 2627 2930

Price ∆ lnppiit
∆ lnθit -0.22∗∗∗ -0.11 -0.19∗∗ 0.01 -0.41∗∗∗ 0.20∗∗∗ -0.39∗∗∗ -0.73∗∗∗

(0.05) (0.15) (0.09) (0.07) (0.06) (0.04) (0.07) (0.16)

∆ lnDit 0.02 0.03 -0.03 -0.03 -0.02 0.05 -0.02 0.02
(0.03) (0.04) (0.05) (0.04) (0.04) (0.04) (0.04) (0.06)

lnppiit−1 -0.45∗∗∗ -0.80∗∗∗ -0.28∗∗∗ -0.25∗∗∗ -0.16∗∗∗ -0.27∗∗∗ -0.13∗∗ -0.22∗

(0.08) (0.20) (0.09) (0.09) (0.05) (0.09) (0.06) (0.13)

lnθit−1 -0.05 0.53∗∗∗ -0.11 -0.08 0.02 0.11∗∗ -0.24∗∗∗ -0.38∗∗∗

(0.05) (0.20) (0.07) (0.06) (0.04) (0.05) (0.08) (0.14)

lnLit−1 -0.02 -0.43∗∗∗ -0.06 0.02 -0.04 0.01 0.05 0.09
(0.04) (0.10) (0.05) (0.04) (0.02) (0.04) (0.07) (0.09)

crisis 0.02∗∗ -0.01 -0.01 -0.00 -0.01 -0.00 -0.01 -0.01
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.02)

Productivity ∆ lnzit
∆ lnθit 0.07 0.69∗∗ 0.49∗∗∗ 0.25 0.73∗∗∗ 0.62∗∗∗ 0.60∗∗∗ 0.94∗∗

(0.11) (0.30) (0.12) (0.19) (0.18) (0.14) (0.18) (0.38)

∆ lnDit 0.03 -0.11 0.05 -0.03 0.04 0.13 0.09 0.08
(0.06) (0.08) (0.06) (0.11) (0.11) (0.12) (0.11) (0.13)

lnzit−1 -0.35∗∗∗ -0.45∗∗∗ -0.42∗∗∗ -0.23∗∗∗ -0.14∗ -0.40∗∗∗ -0.13∗∗ -0.30∗∗∗

(0.10) (0.12) (0.10) (0.07) (0.08) (0.09) (0.05) (0.11)

lnθit−1 0.05 -0.03 0.08 0.18 0.01 0.14 -0.16 -0.01
(0.12) (0.30) (0.10) (0.21) (0.12) (0.11) (0.23) (0.32)

lnwit−1 -0.01 -0.21∗∗ -0.36∗∗∗ -0.11 -0.02 -0.18∗ -0.14 0.10
(0.07) (0.09) (0.10) (0.14) (0.10) (0.11) (0.13) (0.12)

lnLit−1 0.27 0.51∗∗∗ 0.68∗∗∗ 0.33 0.11 0.26 0.61∗∗∗ 0.49
(0.18) (0.15) (0.19) (0.22) (0.15) (0.18) (0.20) (0.30)

crisis -0.07∗∗∗ -0.04 -0.02 -0.05∗∗ -0.04∗ -0.05 -0.04 -0.08∗

(0.02) (0.03) (0.02) (0.02) (0.02) (0.03) (0.02) (0.04)
Markup ∆ lnµit

∆ lnθit -0.26∗∗∗ -0.22∗∗ -0.18∗∗∗ -0.12∗ -0.27∗∗∗ -0.14∗∗∗ -0.09 0.12
(0.08) (0.09) (0.05) (0.06) (0.06) (0.05) (0.05) (0.12)

∆ lnDit 0.01 0.01 -0.04 -0.06∗ -0.02 0.01 -0.04 -0.03
(0.04) (0.02) (0.03) (0.04) (0.03) (0.04) (0.03) (0.04)

lnµit−1 -0.20∗∗ -0.76∗∗∗ -0.71∗∗∗ -0.41∗∗∗ -0.37∗∗∗ -0.25∗∗∗ -0.28∗∗∗ -0.43∗∗∗

(0.08) (0.18) (0.13) (0.10) (0.10) (0.09) (0.09) (0.10)

lnθit−1 -0.14∗ -0.16 0.01 0.01 0.02 -0.00 -0.01 -0.00
(0.08) (0.11) (0.04) (0.07) (0.03) (0.04) (0.07) (0.10)

lnLit−1 0.14∗ 0.02 -0.02 -0.07∗ -0.10∗∗∗ -0.03 0.02 0.04
(0.08) (0.03) (0.03) (0.04) (0.03) (0.04) (0.06) (0.07)

crisis -0.01 -0.01 -0.01 0.00 -0.02∗∗ -0.01 0.00 0.00
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

Import indicator GVC GVC GVC GVC GVC GVC GVC GVC
Specification IV IV IV IV IV IV IV IV
Country fixed effects yes yes yes yes yes yes yes yes
Time fixed effects yes yes yes yes yes yes yes yes
Observations 75 75 75 75 75 75 75 75

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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6.3 The origin of imports - low- and middle-income countries

Another factor that should be taken into account is the origin of imports. Our theoretical
framework does not entirely address the question of structural differences across countries.
However, in reality, the level of development and the overall income level do affect the cost
structure and the business environment as well as the products that are exported or imported.
Following the classificatin given by the World Bank8, we distinguish high-income countries
from low- and middle-income countries.

As displayed in figure 4, not only is the level of the import penetration different, the
composition of the imports is also heterogeneous. Among the sectors with high openness such
as the sectors of textile (1315), chemicals and pharmaceuticals (2021), electrical equipments
(2627) and vehicles and transport (2930), the share of low- and middle-income countries is high
in the sectors of textile and electrical equipments while it is very low in the two others.
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High−Income Countries (HIC) Low− and Middle−Income Countries (LMY)

(a) Gross import penetration ratio (average over time)
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High−Income Countries (HIC) Low− and Middle−Income Countries (LMY)

(b) Annual average growth of the gross import penetra-
tion over 2000-2014

Figure 4: Origins of imports (gross measures) - distinction between Low-, Middle- and High-
Income countries

Figure 5 shows that in terms of value added, the import penetration of goods from the low
and middle-income countries becomes larger in most sectors. Furthermore, the growth rates of
the imports from different type of countries are strongly affected. Figures 4 and 5 highlight the
importance of considering the VA measures.

8https://datahelpdesk.worldbank.org/knowledgebase/articles/906519-world-bank-country-and-lending-groups
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Figure 5: Origins of imports (VA measures) - distinction between Low-, Middle- and High-
Income countries

In this section, we distinguish imports from low- and middle-income countries (LMY) from
those from high-income countries (HIC). As a matter of fact, Auer and Fischer (2010) et Auer
et al. (2013a) found that the imports from low-wage countries bring out a disinflationary effect.
The effect of competition may differ depending on the origin of the imports. Similarly to the
previous section, we run the regression on the pooled sample in the first place and at the
sector level in the second place. For each regression, we distinguish again gross and VA import
penetration.

For the pooled sample, openness as regards low- and middle-income countries is negatively
correlated with the price and markup levels whereas the openness as regards high income
countries is positively correlated. This results holds for both gross and VA import penetration.
When using gross import penetration ration, productivity decreases with the imports from
high income countries and increases with the imports from low- and middle-income countries.
However, surprisingly, when using the value-added indicator, productivity only increases with
the imports from low- and middle-income countries.

When carrying out the estimation at the sector level, the gross openness towards high-
income countries and the openness towards low- and middle-income countries have opposite
effects. Just like the pooled sample regression case, import penetration from high-income
countries is positively correlated with markups and prices when significant while the import
penetration from low- and middle-income has pro-competitive effects i.e. a decrease in prices
and markups and an increase in productivity.

Estimation with VA import penetration ratio yields more significant coefficients. On the one
hand, this method improves the coefficients that were with the gross import penetration. On
the other hand, one can detect the effect of openness on other sectors.
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(1) (2) (3) (4) (5) (6)
Price Productivity Markup Price (VA) Productivity (VA) Markup (VA)

ln PPIit−1
PPItott−1

-0.28∗∗∗ -0.21∗∗∗

(0.11) (0.05)

lnzt−1 -0.25∗∗∗ -0.21∗∗∗

(0.08) (0.03)

lnµit−1 -0.26∗∗∗ -0.26∗∗∗

(0.04) (0.03)

∆ lnθHICit 0.65∗∗∗ -0.73∗∗ 0.22∗ 0.56∗∗∗ -0.03 0.05
(0.19) (0.30) (0.13) (0.14) (0.21) (0.07)

∆ lnθLMYit -0.33∗∗∗ 0.56∗∗∗ -0.16∗∗∗ -0.19∗∗∗ 0.20∗∗∗ -0.09∗∗∗

(0.09) (0.14) (0.06) (0.03) (0.04) (0.02)

lnθHICit−1 -0.15 -0.07 -0.03 0.15∗∗ -0.22∗∗ -0.02
(0.12) (0.11) (0.05) (0.06) (0.10) (0.03)

lnθLMYit−1 -0.12∗ 0.12∗ -0.00 -0.06∗∗ 0.07∗∗ -0.02
(0.06) (0.07) (0.03) (0.02) (0.03) (0.01)

crisis -0.01 -0.05∗∗∗ -0.00 0.01∗∗ -0.07∗∗∗ -0.00
(0.01) (0.01) (0.01) (0.01) (0.01) (0.00)

∆ lnDit 0.09 0.02 -0.01 0.05∗∗ -0.01 0.00
(0.06) (0.06) (0.03) (0.02) (0.04) (0.01)

lnLit−1 0.42∗ -0.07 0.02 0.17∗ 0.10 0.06
(0.25) (0.22) (0.14) (0.09) (0.11) (0.05)

ln wit−1
PPIit−1

-0.04 -0.05∗∗

(0.03) (0.02)
Observations 691 720 720 691 720 720
R2 -5.40 -0.74 -0.74 -1.26 0.18 0.06

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 7: Sectoral regression using gross import penetration

(1) (2) (3) (4) (5) (6) (7) (8)
1012-IV 1315-IV 1618-IV 2021-IV 2223-IV 2425-IV 2627-IV 2930-IV

ln PPIit−1
PPItott−1

-0.17 -0.37 -0.33∗∗∗ -0.18∗∗ -0.14∗ -0.23∗∗ -0.05 -0.76
(0.12) (0.24) (0.11) (0.07) (0.08) (0.10) (0.07) (0.58)

crisis -0.00 -0.00 0.00 0.00 0.00 0.01 -0.00 -0.04
(0.01) (0.02) (0.01) (0.01) (0.01) (0.01) (0.01) (0.08)

∆ lnθHICit -0.18 0.76∗∗ -0.04 0.02 0.34∗∗∗ -0.06 -0.14 0.37
(0.20) (0.31) (0.19) (0.09) (0.12) (0.12) (0.11) (0.55)

∆ lnθLMYit -0.20∗∗ -0.57∗∗∗ -0.03 0.10∗∗ -0.22∗∗∗ 0.10∗ -0.09∗ -0.03
(0.09) (0.19) (0.07) (0.05) (0.06) (0.06) (0.05) (0.08)

lnθHICit−1 -0.24∗ -0.00 0.08 -0.11∗∗ 0.04 -0.36∗∗ -0.18∗∗ -0.48
(0.13) (0.10) (0.10) (0.05) (0.07) (0.16) (0.08) (0.55)

lnθLMYit−1 0.13∗ -0.14∗∗ -0.11∗∗∗ 0.04∗∗ -0.04 0.15∗∗ -0.02 -0.19
(0.07) (0.07) (0.04) (0.02) (0.03) (0.06) (0.02) (0.18)

∆ lnDit -0.01 -0.05 0.01 -0.05 0.10∗ 0.09 0.01 0.20
(0.05) (0.08) (0.05) (0.05) (0.05) (0.06) (0.05) (0.25)

lnLit−1 -0.05 0.34 0.01 -0.08 0.06 -0.29∗∗ -0.03 0.99
(0.04) (0.25) (0.06) (0.05) (0.08) (0.13) (0.08) (1.07)

lnzt−1 -0.44∗∗∗ -0.73∗∗∗ -0.33∗∗∗ -0.24∗∗ -0.26∗∗∗ -0.18 -0.18∗∗ -0.28∗∗∗

(0.12) (0.17) (0.08) (0.11) (0.08) (0.13) (0.08) (0.11)

crisis -0.06∗∗∗ -0.04∗ -0.04∗∗∗ -0.05∗∗ -0.06∗∗∗ -0.12∗∗∗ -0.05∗∗ -0.14∗∗∗

(0.02) (0.02) (0.01) (0.02) (0.02) (0.04) (0.02) (0.04)

∆ lnθHICit -0.09 -0.53 0.23 -0.17 -0.26 0.82 0.15 -0.33
(0.42) (0.54) (0.23) (0.23) (0.25) (0.54) (0.25) (0.49)

∆ lnθLMYit 0.29∗ 0.65∗∗ 0.09 0.09 0.32∗∗ -0.15 0.17∗ 0.02
(0.17) (0.29) (0.10) (0.12) (0.14) (0.23) (0.10) (0.09)

lnθHICit−1 -0.40∗ 0.37∗∗ -0.05 0.07 -0.48∗ -0.06 -0.08 -0.37
(0.22) (0.19) (0.14) (0.12) (0.27) (0.32) (0.12) (0.34)

lnθLMYit−1 0.18 0.05 0.06 0.00 0.21∗∗ 0.03 0.03 0.05
(0.12) (0.13) (0.06) (0.05) (0.09) (0.13) (0.04) (0.07)

∆ lnDit 0.13 0.06 0.05 -0.06 -0.04 0.15 0.07 0.15
(0.10) (0.11) (0.06) (0.12) (0.13) (0.23) (0.10) (0.14)

lnLit−1 0.66∗∗∗ 0.30 0.48∗∗∗ -0.01 -0.19 0.36 0.42∗∗∗ 0.32
(0.20) (0.55) (0.14) (0.19) (0.19) (0.26) (0.16) (0.60)

ln wit−1
PPIit−1

-0.21∗∗ -0.47∗∗ -0.25∗∗∗ 0.14 -0.27∗ -0.18 -0.26∗∗ 0.05
(0.11) (0.20) (0.07) (0.12) (0.15) (0.12) (0.13) (0.12)

lnµit−1 -0.14 -0.63∗∗∗ -0.83∗∗∗ -0.38∗∗∗ -0.10 -0.23∗∗ -0.28∗∗∗ -0.24
(0.09) (0.12) (0.11) (0.10) (0.17) (0.10) (0.10) (0.18)

crisis -0.00 -0.00 0.00 0.01 -0.01 0.00 0.01 -0.02
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.02)

∆ lnθHICit 0.28 0.19 -0.12 -0.01 0.23∗ -0.16 -0.06 0.07
(0.21) (0.12) (0.09) (0.08) (0.13) (0.16) (0.10) (0.18)

∆ lnθLMYit -0.24∗∗ -0.09 0.01 -0.04 -0.14∗∗∗ 0.03 0.00 0.04
(0.10) (0.08) (0.04) (0.04) (0.05) (0.06) (0.03) (0.03)

lnθHICit−1 0.14 -0.00 -0.12∗ -0.02 0.08 0.11 -0.02 -0.13
(0.12) (0.04) (0.06) (0.04) (0.09) (0.09) (0.04) (0.13)

lnθLMYit−1 -0.13∗ -0.02 0.02 0.01 -0.03 -0.04 0.01 -0.03
(0.07) (0.02) (0.02) (0.01) (0.03) (0.03) (0.01) (0.03)

∆ lnDit 0.01 0.01 -0.01 -0.06 0.03 -0.05 -0.03 0.03
(0.05) (0.03) (0.03) (0.04) (0.05) (0.06) (0.03) (0.05)

lnLit−1 0.07 0.09 -0.02 -0.06 0.02 0.03 -0.08 0.27
(0.05) (0.09) (0.03) (0.04) (0.09) (0.07) (0.06) (0.18)

Observations 90 90 90 90 90 90 90 90

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 8: Sectoral regression using VA import penetration

(1) (2) (3) (4) (5) (6) (7) (8)
1012-IV 1315-IV 1618-IV 2021-IV 2223-IV 2425-IV 2627-IV 2930-IV

ln PPIit−1
PPItott−1

-0.34∗∗∗ 0.02 0.13 -0.18∗∗ -0.16∗∗∗ -0.12 0.03 -0.47∗

(0.08) (0.20) (0.31) (0.07) (0.05) (0.08) (0.09) (0.26)

crisis 0.01∗ 0.03∗∗ 0.02 -0.00 0.02∗∗∗ 0.01 0.01 -0.01
(0.01) (0.01) (0.02) (0.01) (0.01) (0.01) (0.01) (0.04)

∆ lnθHICit -0.17∗∗ 0.20 1.06∗∗ 0.07 0.05 0.36∗∗ -0.74∗ -0.30
(0.07) (0.19) (0.48) (0.21) (0.12) (0.15) (0.38) (0.39)

∆ lnθLMYit -0.07∗∗ -0.32∗∗∗ -0.35∗∗∗ -0.01 -0.12∗∗∗ 0.04 0.01 -0.13
(0.03) (0.09) (0.13) (0.04) (0.02) (0.04) (0.05) (0.08)

lnθHICit−1 -0.05 -0.19∗ 0.46∗ -0.10 0.09 0.18 -0.32∗∗ -0.18
(0.05) (0.11) (0.24) (0.07) (0.12) (0.16) (0.15) (0.13)

lnθLMYit−1 0.05 0.00 -0.04 0.01 -0.02 -0.01 -0.00 -0.10
(0.03) (0.02) (0.04) (0.02) (0.01) (0.02) (0.03) (0.07)

∆ lnDit 0.01 -0.05 0.12 -0.03 0.05 0.04 0.04 0.02
(0.03) (0.05) (0.09) (0.05) (0.04) (0.05) (0.06) (0.07)

lnLit−1 -0.15∗∗ -0.05 0.28∗∗ -0.01 0.01 0.10 -0.12 0.25
(0.08) (0.09) (0.14) (0.07) (0.04) (0.10) (0.12) (0.25)

lnzt−1 -0.37∗∗∗ -0.38∗∗∗ -0.36∗∗∗ -0.26∗∗∗ -0.22∗∗∗ -0.29∗∗∗ -0.13∗ -0.37∗∗

(0.09) (0.14) (0.08) (0.08) (0.08) (0.09) (0.07) (0.17)

crisis -0.06∗∗∗ -0.08∗∗∗ -0.03∗∗∗ -0.06∗∗ -0.06∗∗∗ -0.08∗∗∗ -0.04∗ -0.09
(0.02) (0.02) (0.01) (0.02) (0.02) (0.02) (0.03) (0.06)

∆ lnθHICit 0.34∗ -0.55 0.29 -0.32 0.26 0.48 0.97∗∗ 0.45
(0.21) (0.35) (0.25) (0.57) (0.34) (0.42) (0.45) (0.73)

∆ lnθLMYit 0.02 0.29∗ 0.10 0.02 0.13∗∗ 0.13 0.10 0.10
(0.07) (0.17) (0.07) (0.11) (0.06) (0.10) (0.08) (0.19)

lnθHICit−1 -0.06 0.25 0.07 0.18 -0.14 0.06 -0.03 -0.29
(0.15) (0.21) (0.14) (0.21) (0.30) (0.52) (0.17) (0.27)

lnθLMYit−1 -0.01 0.06∗∗ 0.04 0.03 0.05 0.09∗ -0.02 0.03
(0.10) (0.03) (0.03) (0.06) (0.04) (0.05) (0.06) (0.06)

∆ lnDit 0.08 -0.06 0.01 0.00 -0.01 -0.01 -0.01 0.14
(0.08) (0.09) (0.06) (0.13) (0.11) (0.12) (0.12) (0.13)

lnLit−1 0.52∗∗∗ -0.01 0.42∗∗∗ 0.06 0.02 0.09 0.58∗∗∗ 0.56
(0.20) (0.23) (0.16) (0.18) (0.14) (0.28) (0.22) (0.56)

ln wit−1
PPIit−1

-0.13 -0.32∗∗∗ -0.24∗∗∗ 0.05 -0.06 -0.22∗∗ -0.12 0.07
(0.10) (0.10) (0.07) (0.12) (0.09) (0.10) (0.13) (0.12)

lnµit−1 -0.19∗∗∗ -0.62∗∗∗ -0.54∗∗∗ -0.47∗∗∗ -0.33∗∗∗ -0.29∗∗∗ -0.30∗∗∗ -0.44∗∗∗

(0.07) (0.14) (0.13) (0.11) (0.08) (0.09) (0.09) (0.13)

crisis -0.01 0.00 0.01 0.01 -0.00 -0.01 0.01 0.01
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.02)

∆ lnθHICit -0.08 0.18∗ 0.13 0.12 -0.05 0.01 -0.01 0.30
(0.11) (0.10) (0.11) (0.24) (0.10) (0.15) (0.12) (0.33)

∆ lnθLMYit -0.11∗∗ -0.04 -0.09∗∗∗ 0.00 -0.06∗∗∗ -0.06∗ -0.02 -0.05
(0.05) (0.05) (0.03) (0.05) (0.02) (0.04) (0.02) (0.06)

lnθHICit−1 0.03 0.03 0.10 -0.10 0.06 0.31∗ -0.00 0.00
(0.07) (0.04) (0.07) (0.09) (0.09) (0.19) (0.05) (0.07)

lnθLMYit−1 -0.06 -0.00 -0.03∗∗∗ 0.01 -0.01 -0.03 0.01 0.02
(0.05) (0.01) (0.01) (0.02) (0.01) (0.02) (0.01) (0.02)

∆ lnDit -0.00 0.04 0.01 -0.06 0.01 0.02 -0.02 -0.01
(0.04) (0.03) (0.03) (0.05) (0.03) (0.05) (0.03) (0.05)

lnLit−1 0.15 0.05 0.11∗∗ -0.07 -0.05 0.14 -0.04 0.02
(0.11) (0.04) (0.04) (0.06) (0.04) (0.10) (0.06) (0.10)

Observations 89 88 85 89 89 81 81 89
R2 0.28 -0.38 -1.23 -0.00 0.33 0.24 -0.70 -0.33

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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6.4 Robustness

The use of labour productivity (defined as the ratio of value-added to employment) may be
questioned since it is one proxy for the productivity in general. More broadly, most indicators
of productivity have strengths and weaknesses. In this regard, we carry out the robustness test
using another indicator of the productivity, namely the total factor productivity calculated with
the employment level and the capital stock in the EU KLEMS database. Our conclusion remains
stable in the short run. The coefficients are significant in the same sectors. Nevertheless, in the
long run, the effect of trade is openness is less clear when using the TFP.

Table 9: Regressions at sector-level using VA openness and TFP (instrumented)

(1) (2) (3) (4) (5) (6) (7) (8)
1012-IV 1315-IV 1618-IV 2021-IV 2223-IV 2425-IV 2627-IV 2930-IV

lnzt−1 -0.36∗∗∗ -0.57∗∗∗ -0.30∗∗∗ -0.24∗∗∗ -0.18∗∗∗ -0.33∗∗∗ -0.14∗∗∗ -0.26∗∗∗

(0.08) (0.09) (0.07) (0.07) (0.06) (0.08) (0.04) (0.08)

∆ lnθit -0.02 0.30∗∗ 0.19∗∗ 0.10 0.23∗∗ 0.60∗∗∗ 0.24 -0.17
(0.09) (0.13) (0.08) (0.17) (0.10) (0.13) (0.16) (0.17)

lnθit−1 -0.06∗ 0.06∗ 0.12∗ 0.16∗ 0.08 0.48∗∗∗ 0.00 -0.12
(0.03) (0.04) (0.07) (0.09) (0.06) (0.10) (0.13) (0.13)

crisis -0.06∗∗∗ -0.06∗∗∗ -0.04∗∗∗ -0.06∗∗∗ -0.07∗∗∗ -0.09∗∗∗ -0.06∗∗∗ -0.15∗∗∗

(0.01) (0.02) (0.01) (0.02) (0.02) (0.02) (0.02) (0.03)

∆ lnDit 0.05 -0.10 0.01 -0.00 0.00 -0.00 -0.03 0.08
(0.06) (0.07) (0.05) (0.11) (0.10) (0.11) (0.10) (0.12)

lnLit−1 0.36∗∗∗ 0.41∗∗∗ 0.42∗∗∗ 0.15 0.08 0.31∗∗ 0.42∗∗∗ 0.41∗

(0.11) (0.11) (0.12) (0.16) (0.11) (0.14) (0.13) (0.21)

ln wit−1
PPIit−1

-0.05 -0.34∗∗∗ -0.20∗∗∗ 0.04 -0.03 -0.29∗∗∗ -0.14∗ 0.11
(0.06) (0.07) (0.07) (0.09) (0.07) (0.09) (0.08) (0.10)

lTFPe -0.28∗∗∗ -0.51∗∗∗ -0.18∗∗∗ -0.42∗∗∗ -0.16∗∗∗ -0.30∗∗∗ -0.15∗∗∗ -0.13
(0.08) (0.08) (0.06) (0.09) (0.05) (0.07) (0.05) (0.09)

∆ lnθit -0.06 0.21∗ 0.19∗ 0.07 0.09 0.46∗∗∗ 0.23 -0.07
(0.09) (0.12) (0.10) (0.17) (0.10) (0.14) (0.17) (0.17)

lnθit−1 -0.05 -0.04 0.15∗∗ 0.07 0.01 0.35∗∗∗ 0.11 -0.02
(0.04) (0.04) (0.07) (0.08) (0.05) (0.09) (0.14) (0.13)

crisis -0.06∗∗∗ -0.06∗∗∗ -0.03∗∗ -0.06∗∗∗ -0.07∗∗∗ -0.08∗∗∗ -0.04∗∗ -0.12∗∗∗

(0.02) (0.01) (0.01) (0.02) (0.01) (0.02) (0.02) (0.02)

∆ lnDit 0.05 -0.11∗ -0.02 0.02 0.03 0.08 0.02 0.05
(0.06) (0.06) (0.06) (0.11) (0.09) (0.10) (0.09) (0.11)

lnLit−1 0.23∗ 0.24∗∗ 0.14 0.20 0.02 0.13 0.28∗∗ 0.11
(0.13) (0.09) (0.09) (0.18) (0.10) (0.14) (0.13) (0.18)

ln wit−1
PPIit−1

-0.09 -0.25∗∗∗ -0.09 0.01 -0.05 -0.21∗∗ -0.13 0.02
(0.07) (0.06) (0.06) (0.10) (0.07) (0.09) (0.09) (0.11)

Observations 90 90 90 90 90 90 90 90

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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7 Concluding remarks

The pro-competitive effect of globalisation has long been of economic, social and political
interest. This paper presents an empirical version à la Chen et al. (2004, 2009) of the Melitz
and Ottaviano (2008) model in order to assess the pro-competitive effect of globalisation on
price, productivity and markup in ten sectors and five Euro Area countries. In a first step, we
use OECD-STAN data to measure imports penetration in final demand. We can then directly
compare our results with the existing literature on the same subject. In a second step, we use
the updated version of World Input-Output Database (WIOD) to build a value added imports
penetration, based on Stehrer (2012) method.

The novelty of our paper is twofold. First, we carry out a sectoral analysis to shed light
on sectors in which price competition is dominant over quality competition and believe in
sectoral heterogeneity. Indeed, estimating on a pooled sample to obtain an economy-wide effect
of globalisation may ignore the heterogeneity in technology, labour-capital allocation share
and R&D status across sectors and countries. Consequently, it would conceal differences by
averaging and smoothing the effects of trade. Furthermore, there is no reason why trade would
affect all the sectors in a similar way. For some, price competition may be dominant but for the
others, quality competition may be larger. As a result, an analysis at sectoral level enables to
overcome such criticisms.

Second, unlike the existing papers we consider global value chains (GVC), by measuring
value added imports penetration in final demand. Since gross imports are recorded each time
they cross borders, they include re-exported imports and can hence overstate their importance
to competitiveness. In addition, the increasing importance of global value chains (GVC) has
made the analysis of international trade more complex and traditional measures of trade are
unable to take into account the full interdependence of markets and economies. Indeed, we
obtain stronger effects of openness using the GVC indicators.

In this paper, we find that trade-induced effects are better captured by the GVC indicators
and the latter can be regarded as a complementary approach to traditional gross import pene-
tration indicators. We further the analysis by studying sectoral specificities such as firm-level
concentration and the weight of the sector to study the trade-induced effects. Higher firm
concentration reduces the trade-induced pro-competitive effects. Similarly, in sectors which
weight is declining, the competitive effects are blurred.

The approach chosen in this paper could be subject to further investigation. We are currently
working on robustness checks and extension. Our next step is to control for the potential
quality upgrading of trade liberalisation, using an indicator based on Martin and Mejean (2014)
definition. Even though our model captures price competition in some sectors, it only focuses on
the price competition and does not account for quality competition. But instead of decreasing
the price, firms can protect its market shares by improving the quality of its product, i.e. favour
their intensive development over their extensive development. For instance, Dinopoulos and
Unel (2013) show that markups and quality are endogoeneous. Second, response to trade
openness may differ depending on the trade partners. For instance, Auer et al. (2013b) focus
on the effect of trade with low-wage countries and find a negative effect on prices. Third, the
position in GVC (upstream or downstream) also has an influence through trade costs (Koopman
et al., 2010), and hence on prices, markups and productivity. Finally, as mentioned in Chen
et al. (2009), taking the labour productivity as a proxy of total productivity implicitly assumes
the absence of differences in capital costs. This is a strong assumption given the existing
international trade theories. Indeed, Auer and Fischer (2010) and Auer et al. (2013b), the factor
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intensity differs across countries and they find that price competition with low-wage countries
is relatively more important in labour-intensive sectors. We could then introduce the intensity
of investment in both tangibles and intangibles as a proxy for capital.
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A Data description

A.1 Sector aggregation

Code (from NACE Rev. 2) Description
1012 Food, drink and tobacco
1315 Textile and leather
1618 Wood, paper and printing
2000 Chemicals
2100 Pharmaceuticals
2223 Rubber and plastic
2425 Metals
2627 Electrical equipment (e.g. computers, optics)
2800 Machinery and equipment
2930 Motor vehicles and transport
3133 Other and repair

Note: In the case of variables from BACH database, 1012 does not include tobacco
(C12). In the case of trade variables and production prices for both Germany and
Italy, 3133 does not include repair (C33).

Table 10: Manufacturing sector aggregation

A.2 Classification harmonization

Matching trade and firms data to national account data is a difficult task, as different classi-
fications (good-, product- and activity-based) and vintages coexist. Since most our data are
classified according to the NACE Rev.2 economic activity-level classification, we nee to match
data classified at good- or product-level. For this exercise, we use theoretical transition matrices
based on ad hoc correspondence tables provided by Eurostat and the United Nations.

The main difficulty is that correspondence tables do not provide unique associations between
codes. More specifically, a single code α of the initial classification can correspond to n ≥ 2
codes of the final classification (A1,A2,..., An). To disaggregate α into A1,A2,..., An, we divide
the observation classified in α by n, i.e. 1/n of α goes to each Ai with i ∈ [1,n].

Trade data. External trade data are classified at different level depending on the sources.
Total exports and imports, as well as intermediate imports, come from OECD databases (STAN
and bilateral trade by end-of-use). These data are classified in ISIC4, which presents direct
correspondence with Nace Rev.2. The bulkiness index, tariff rates and export market shares are
estimated with data classified in HS (Harmonized Commodity Description and Coding System,
managed by the World Customs Organisation).

The following figures illustrate the steps to convert goods-level data for trade into NACE
Rev.2 classification:

N
goods
HS2012⇒N

goods
HS2007⇒N

products
CPA2008⇒N

activity
NACErev2

Quality changes. Quality changes is defined from a consumption approach (i.e. in Classifi-
cation of Individual Consumption by Purpose, COICOP). More precisely, quality changes is
defined as changes in unit value of consumption minus changes in consumption price index
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(CPI) Martin and Mejean (2014). The construction of such a variable relies on the fact that CPI
is considered as an ”ideal price” since it measures ”pure” price developments and is adjusted
from quality changes (Guédès, 2004). On the other side, unit value of consumption include
both pure price developments and price developments related to quality changes.
The following figures illustrate the steps to convert COICOP data NACE Rev.2 classification:

N
goods
COICOP 2008⇒N

goods
HS2007⇒N

products
CPA2008⇒N

activity
NACErev2

Firms data: In the case of the number of enterprises and the markup, we use firms data
(Eurostat SBS for the first and BACH for the second). These data are broken into two vintage:
one in NACE Rev.1 (before 2005 for SBS and 2000 for BACH) and one in NACE Rev.2. To work
with long series we rely on correspondences between NACE Rev.1 and NACE Rev.2 provided
Eurostat. Unlike the two previous conversions, we do not rely on theoretical correspondene but
on a ”linguistic” correspondence, like Auer et al. (2013b). When a a single code α corresponds
to n ≥ 2 codes of the final classification (A1,A2,..., An), we choose the class that best matched
the label of α. For instance, the class 29.13 (Manufacture of taps and valves) in NACE Rev.1
corresponds to both classes 28.14 (Manufacture of other taps and valves) and 33.12 (Repair of
machinery). As 28.14 corresponds better to 29.13, 28.14 is used as the exact reference of 29.13
in NACE Rev.2.
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B Value added import penetration

Conversely to OECD-WTO database on TiVA, the World Input-Output Database (WIOD) pro-
vides a time-series of world Input-Output tables (WIOTs) from 1995 to 2011. We define value
added imports penetration as the foreign value added embodied in the final demand, based on
Stehrer (2012) and TiVA’s approach. More precisely, this indicator measure how much value
added of all trade partners is contained in the final demand of a country.

Based on the Input-Output approach, we have the following equilibrium:

x = ic+ f = A.x+ f = L.f (15)

with x, ic and f NK × 1 vectors of respectively gross output, intermediate consumption and
final demand (with N being the number of countries and K the number of products). Note
that x includes both domestic production and imports. A is a NK ×NK matrix of technical
input-output coefficients, with element aij denoting the ratio of input used from an industry i
in j per unit of j gross output. L = (I −A)−1 is called the Leontief inverse.

The value added is related to gross output through the following relation va = V .x where va
denotes a NK × 1 vector of value added and V a diagonalized NK ×NK matrix of value added
share of gross output.

Stehrer (2012) illustrates his calculations with an example of trade between three countries
r, s and t. 

xr

xs

xt

 =
[
vr vs vt

]
Lrr Lrs Lrt

Lsr Lss Lst

Ltr Lts Ltt



f rr + f rs + f rrt

f sr + f ss + f st

f tr + f ts + f tt

 (16)

f c = f cr + f cs + f rct (c = r, s, t) is a N ×1 vector of demand for final products which are produced
in country c for both domestic use and exports. We are interested in the country c’s final

demand (doemstically and imported), i.e.
(

(f rc)t (f sc)t
(
f tc

)t )t
We now consider trade between countries r and s in this setting of three countries. To

compute the value added from country s included in country r’s final demand - the value added
import of r from s - we set to zero value added from countries s and t, and final demand from r
and t:

trsM =
[

0 vs 0
]
Lrr Lrs Lrt

Lsr Lss Lst

Ltr Lts Ltt



f rr + 0 + 0
f sr + 0 + 0
f tr + 0 + 0

 (17)

= vsLsrf rr + vsLssf sr + vsLstf tr (18)

The first term in the second line accounts for the value added created in country s to satisfy
country r’s domestic demand, the second term denotes value added created in country s to
satisfy country r’s demand for final products imported from country s and the third term
denotes the value added created in country s to satisfay country r’s demand for final products
imported from country t.

The ratio of imports of r from country s on final demand of r in terms of value added is then
defined as:

tsharersM =
trsM∑

p=r,s,t t
rp
M

(19)
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C HHI construction

Herfindahl-Hirschmann Index (HHI) is a measure of firm concentration computed from the
market shares. For an intermediate industry level j, the HHI index is defined as HHIj =

∑
i(sij )

2

with sij =
Yij
Yj

is the ratio (in percent) of the industry i’s productiont level the intermediate
industry j’s production.

CompNet database provides with the industry-level HHI at a more disaggregated level
(double-digit) than our industry classification. To comply with our industry classification,
industry-level HHIs from the CompNet database have been aggregated. Since CompNet
database computes HHI based on firms’ turnovers, we need the latter to compute the weight
with the turnover. Since we do not possess the industry-level turnover values used in the
CompNet database, we approximate with the PROD variable contained in the OECD STAN
database using the following formula:

HHI =
∑

j∈industry

(
Yj
Y

)2

HHIj

where Yj and HHIj are respectively the CompNet industry (double-digit) level production
and Y is the total production level in the manufacturing sector. In this paper, we focus on the
sectoral heterogeneity. Given this, we have summed the production over the set of countries.
HHI is rather stable over time except for sectors of chemicals and pharmaceuticals (2021) et
vehicles and transport (2930).
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Figure 6: Firm concentration

D Global Value Chain

Considering a country s, its gross output production Xs is the sum of domestic final demand,
(final and intermediate) foreign demand and domestic inputs needed to satisfy final domestic
and foreign demand, that is:
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Xs = AssXs +
G∑
r,s

AsrXr +Y ss +
G∑
r,s

Y sr

= AssXs +Y ss +Es∗

where Ass denotes domestic input coefficient matrix of country s, Asr imported input coefficient
matrix of country s from country r, Y ss the domestic final demand of country s and Y sr the final
foreign demand addressed to s from country r. Esr = AsrXr +Y sr are gross exports from country
s to country r and Es∗ =

∑G
r,sE

sr is the total gross exports of country s.

By rearranging terms,

Xs = (1−Ass)−1 (Y ss +Es∗) = Lss︸︷︷︸
local Leontief Matrix

(Y ss +Es∗)

By breaking down the total gross export into exports of intermediate, final goods and the
final destination,

LssEs∗ = Lss
G∑
r,s

Y sr +Lss
G∑
r,s

Asr
G∑
u

Bru
G∑
t

Y ut

Using all the previous relationships and by multiplying with the direct value-added matrix
V̂ , value-added in an industry within country is given by: Il me semble que la matrice V̂ divise
par la VA totale les différents agrégats...

(VAs)′ = V̂ sXs

= V̂ sLssY ss + V̂ sLss
G∑
r,s

Y sr + V̂ sLss
G∑
r,s

Asr
G∑
u

Bru
G∑
t

Y ut

= V̂ sLssY ss︸    ︷︷    ︸
V D

+ V̂ sLss
G∑
r,s

Y sr︸         ︷︷         ︸
V RT

+ V̂ sLss
G∑
r,s

AsrLrrY rr︸                  ︷︷                  ︸
V GVC R

+ V̂ sLss
G∑
r,s

Asr
G∑
u

BruY us︸                        ︷︷                        ︸
V GVC D

+ V̂ sLss
G∑
r,s

Asr
 G∑
u

Bru
G∑
t,s

Y ut–LrrY rr
︸                                           ︷︷                                           ︸

V GVC F

where :

• V D is the domestically produced and consumed value-added

• V RT is the value-added embodied in exports of final goods

• V GVC = {V GVC R,V GVC D,V GVC F} is the value-added embodied in exports of
intermediate goods and services

• V GVC R value-added embodied in export of intermediate goods and services directly
absorbed by partner country (implying a single border crossing)

• V GVC D value-added embodied in export of intermediate goods and services returned
and consumed in the domestic economy

• V GVC F value-added embodied in export of intermediate goods and services indirectly
absorbed by partner country and re-exported to a third country

In this paper, we use V GVC as an indicator of the participation to the GVC.
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E Stationarity tests

Panel-data Dickey-Fuller test is carried out with one lag and without trend. The null hypothesis
is that all the series do have a unit root and the alternative hypothesis is that at least one series
does not have a unit root.

Table 11: Dickey-Fuller test - Production price

Statistics p-value

Inverse chi-squared(100) P 83.4424 0.8839
Inverse normal Z 4.5041 1.0000
Inverse logit t(254) L∗ 4.2534 1.0000
Modified inv. chi-squared Pm -1.1708 0.8792

p-statistic requires number of panels to be finite.

Other statistics are suitable for finite or infinite number of panels..

Table 12: Dickey-Fuller test - Labour productiviy

Statistics p-value

Inverse chi-squared(100) P 8509963 0.8396
Inverse normal Z 1.031 0.8485
Inverse logit t(254) L∗ 1.0707 0.8573
Modified inv. chi-squared Pm -0.9902 0.8390

p-statistic requires number of panels to be finite.

Other statistics are suitable for finite or infinite number of panels..

Table 13: Dickey-Fuller test - Markup

Statistics p-value

Inverse chi-squared(100) P 105.2287 0.3407
Inverse normal Z 0.4250 0.6646
Inverse logit t(254) L∗ 0.1323 0.5526
Modified inv. chi-squared Pm 0.3697 0.3558

p-statistic requires number of panels to be finite.

Other statistics are suitable for finite or infinite number of panels..
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