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Abstract

The abundant literature on the competing motives for holding international reserves stresses
different factors, giving rise to a problem called model uncertainty. In this paper we search for
the most important determinants of reserve holdings using data for 104 countries in 1999-2010
and evaluate their importance using Bayesian model averaging (BMA). We enrich the ongoing
empirical discussion by examining the role of financial globalization and monetary policy and by
introducing new variables and searching for alternatives to the traditional ones. The results
confirm that trade openness and the broad-money-to-GDP ratio are the key determinants with a
positive link to the level of reserves. On the other hand, financial development seems to lower the

need for reserves.
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Nontechnical Summary

Although a number of attempts have been made to find the nsotiveholding international re-
serves, a consensus is still lacking. In this paper we do motta review the validity of the
competing models, but rather we set out to provide an engpianalysis of the determinants of
cross-country differences in reserve holdings. We reffi@m discussing optimality and adopt a
purely positive approach. Still, this paper may draw attento new factors or just be a starting
point for discussions on reserve policies and their opiimal

The main difficulty in explaining reserve levels is relatedtheir changing role, i.e., the use of
international reserves has evolved over time and new fatiave become relevant. Therefore, we
concentrate on a large set of 104 countries in 1999-201Mideestudies have identified a sub-
stantial shift in reserve policies after the Asian crisid 898, and many of them have concentrated
on the sample of emerging countries only. We include all teeswith available data, as we be-
lieve a mix of different determinants may drive the resereklimgs, still reflecting the stage of
development.

Aside from the traditional determinants such as trade arahéial openness we consider other
factors: size, stage of development, monetary policy regindebt, and financial stability. Most
of them have already been investigated in the previoustitee, but we provide a comprehensive
and unique dataset review. We also include several inmm&atidummies for inflation-targeting
countries and for banking crises, cross-border financasactions) and test alternatives to some
indicators (measures of the size of the financial sectorlistgute for broad money). The aim is to
reflect the most recent period, marked by rising financi&grdtion.

We start by reviewing the role of determinants within a seaddegression framework. The results
show that trade openness is one of the most important detantsi of cross-country differences in
reserve holdings. New variables for financial stability eegtainly relevant for the level of inter-
national reserves, while the role of debt seems to be limigath trade openness and the broad-
money-to-GDP ratio lead to higher reserve holdings, as@orimediate exchange rate regimes (pegs
and soft pegs) and oil exports. Economic development iscatsal with lower reserves, while in-
flation targeters that do not rank among the advanced cesrtiold higher reserves. The role of
financial openness is now less straightforward than in teel9©8 period, but still provides insights
into the trilemma-related choices. However, the degreaafitial openness is not a statistically sig-
nificant reserve determinant. We compare our main resutts spiecifications with country and/or
time fixed effects, which confirm the key role of trade opesnasd financial stability. We also
discuss the endogeneity of the broad-money-to-GDP ratigiwvseems to have a limited impact on
our results.

Finally, as a complete novelty in this type of analysis wedduce Bayesian model averaging in
our search for the determinants of reserve holdings. We dassess the motives for holding
reserves as being in conflict or mutually exclusive, so wewathem all to work together. Where
we lack a proper empirical model and/or have a large set adntiatl explanatory variables, we
face a problem known as model uncertainty. One possible wagtount for model uncertainty
is to employ model averaging techniques using Bayesianmante, which goes through all the
possible models given a set of variables. The BMA exercise ¢gnoss-sectional setting identifies
trade openness and the broad-money-to-GDP ratio as keyeassterminants. For all the variables
considered in this study, still reflecting multicollineggyriBMA even picks up the role of domestic
credit to the private sector. The results of course reflectifterminants included, so to draw policy
recommendations it is still necessary to extend the arstgsinclude additional factors (explicit
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treatment of mercantilist motives, institutional factocemprehensive measurement of financial
development) as well as dynamics and endogeneity.
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1. Introduction

The last decade was marked by enormous accumulation ofatienal reserves — a trend with large
consequences on the global scale which renewed the intérbeth academics and practitioners.
Attempts to explain the recent developments and model thesdor accumulating reserves have
a long tradition; several competing theories have beengseg, but a consensus is still lacking. In
this paper, we do not aim to review the validity of the compgtmnodels, but rather we set out to
provide some stylized facts about the country charactesighat have influenced the reserve level
and the reserve accumulation trends. Explaining resevedslés demanding, as the set of potential
motives is not limited and changes over time, i.e., new fadi@come relevant.

Moreover, our positive approach refrains from discussiptnaelity, as the actual reserve policies
may not be optimal. In this sense, our paper is similar taerastudies by Lane and Burke (2001)
and Cheung and Ito (2009), which are a natural starting foiritirther discussions on reserve poli-
cies and optimality. However, we remain within a frameworitwva large cross-sectional dimension
and try to assess the relevance of a set of factors over @drimhe span using model averaging.

Before we can focus on this innovative approach to modetsete cross-country regressions and
model selection checks are necessary to maintain consyséerd comparability with the previous
literature, as the set of determinants and the country/&ipa@ are not the same.

We start with a proposed set of potential variables basedliberature review of reserve accumu-
lation motives and we discuss possible alternatives ortsutes. To summarize, reserve accumu-
lation can be related to three hypotheses. First, it mayltrésun the export growth promotion
policies of some countries (mercantilist motives). Sec¢arderve policies may be aimed at pro-
tecting domestic credit markets (financial stability). heyous studies, the broad-money-to-GDP
ratio was used to capture financial deepening or even as aineeafsa potential internal drain. We
try to test other possible measures of banking sector sipetential drain, including the external
one via cross-border financial transactions. We includegtbleal financial crisis period to see the
effect of a worldwide (systemic) financial shock on resemviglimgs. Finally, reserve holdings may
reflect attempts to avoid constraints related to monetaligypand/or financial openness. These
constraints can be illustrated using the trilemma (or irsfme trinity). The trilemma hypothesis
states that a country may simultaneously choose any twandiull, of the three goals of monetary
policy: independence, exchange rate stability, and firrntarket openness to the full extent. If the
policy mix is based on exchange rate stability and limitedritial openness due to underdeveloped
financial markets, the central bank may attempt to gain naoypgiolicy independence by accumu-
lating reserves. The relevance of the trilemma to resemes tietermination has so far gained little
attention in the empirical literature on reserve holdings.

In the second step we test the relevance of a proposed seteofrileants on a sample of 104 coun-
tries over 1999-2010. The choice of sample and time spantisated by the findings of previous
studies. After the Asian crisis there was a substantiat shihe motives for accumulating reserves,
but they have remained quite stable over the last decadeedVer, we include a complete set of
countries, including the advanced ones, to provide an dyaciure. We do not deny that the mo-
tives for holding reserves are different across the cougrioyps (advanced, emerging, developing),
and we check this possibility on our sample. But there maysma@oth transition that a simple split
according to stage of development may not capture. Moreeven advanced countries (such as
Sweden and Australia) may be motivated to use their forexghange reserves, as the experience
of the global financial crisis showed.
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Once we have presented the main regression results, we address two methodological issues. First,
previous studies found varying reserve demand based on the actual reserves-to-GDP ratio, but we
take a look at different benchmark variables as well. Second, we see if the choice of model is
appropriate by including potential endogeneity. After discussing the main choices for our model
we provide an insight into the possible relative importance of the determinants under consideration.
We address this issue using Bayesian model averaging (BMA), which represents a novel aspect in
analyses of this type. This technique helps us to treat model uncertainty by going through all the
possible models given a set of variables. The relative importance of a variable is based on the share
of the posterior model mass resting on the models that include that particular variable.

As for the results of the regressions, trade openness and the broad-money-to-GDP ratio are the key
drivers of the cross-country differences in reserve holdings. Other variables, such as oil exports,
monetary policy, and exchange rate regime, contribute to explaining reserve holdings far less, while
the role of indebtedness seems to be limited. Both trade openness and the broad-money-to-GDP
ratio lead to higher reserve holdings, as do intermediate exchange rate regimes (pegs and soft pegs)
and oil exports. Inflation targeters that do not rank among the advanced countries hold higher re-
serves. Financial openness has no implications for international reserves. BMA confirms the key
role of trade openness and the broad-money-to-GDP ratio and picks up the negative effect of finan-
cial development on the international reserves. Other determinants seem to be far less important for
explaining the cross-country differences in reserve holdings.

Still, we mustacknowledgehat severalimportantfactorsthat we are not ableto capturein this
analysismight be importantfor policy makerswhendiscussinghe reservelevel. First, we avoid
discussingnercantilistmotivesfor accumulatingeservesasthesemight be stronglyendogenous
to our model setupand difficult to m easure. Similarly, we are not &llo capture the effects of
herdbehavioror contagion althoughclusteringby countrydealswith this issueto a certainextent.
Moreoverwe acknowledgehatreserveholdingsaredrivenby highpersistencandmightbelimited
by constraintgelatedto monetarypolicy conductandsuchlike.

The paper is organized as follows. Section 2 provides a short introduction to the reserve trends in
the period under review. The third section presents the main streams of literature on international
reserves determinants, illustrating the changing motives and ongoing debate by including the most
recent and relevant developments in the field. Based on that, it offers a selection of potential deter-
minants, which are used in the empirical part. The econometric analysis in Section 4 starts with the
regression estimates and, after recursive estimates and a model specification check, also gives the
BMA results. Section 5 presents a summary of the main findings and policy implications as well as
hints for future research.
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2. Trends in Reserve Accumulation 1999-2010

The evolution of world international reserves over theqetinder review was marked by enormous
accumulation, launching a debate about whether thesestr&molild somehow be limited. This
concern has disappeared recently as the global financsid ceaffirmed the role of reserves as the
main liquidity buffer for most countries. Figure 1 illustes the overall reserve trends over the last
decade on our sample of 104 countries. The growth in resewas surpassed the current gross
domestic product dynamics, with the average share of resemGDP increasing from nearly 15%
in 1999 to over 25% in 2010. The median value increased $fitgds during the same period, from
11% to 19%, suggesting rather widespread accumulatiorsefves. The rally was interrupted only
in 2008, during the peak of the financial crisis, when theosaéiventually dropped as reserves were
depleted.

Figure 1: Total Reserves (Minus Gold) And Reserves-to-GD&tiBs for our Sample of 104 Coun-
tries
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Among the top reserve holders are the Asian countries (sbke T3, with the shares of Japan
and China at the highest levels. The rise in reserve stocklgpan came as a consequence of
unconventional measures, while China was accused of emgjagexchange rate manipulation and
even mercantilism in order to promote export growth. But ynait-exporting countries (Saudi
Arabia, Russia, etc.) also built up their stocks. This masetzeen related to the surge in oil prices,
which was particularly strong after 2004.

The country ranking changes if we consider reserve holdagya share of GDP (Table 1, last
column). The values for China, Japan, and India do not ex68&aof GDP, while some countries,
such as Hong Kong and Saudi Arabia, hold more reserves innabit@rms than the current value
of their gross domestic product.

At the other end of the scale, the euro area countries and$#eHave the lowest ratios of reserves
to GDP. However, even the advanced countries witnessedcegaise in reserve holdings compared
to their GDP. In a stable sample of 16 advanced countriesfatedeby the International Monetary
Fund (IMF), with the euro area as an aggregate, the averageves-to-GDP ratio increased from
around 16.7% in 1999 to 28.4% at the end of the period undeswev
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Table 1: Top 15 Reserve Holders, Ranked by Volume in 2010, 1itl. TUSD

1999 2001 2003 2005 2007 2009 20190 of GDP, 2010

China 158 216 408 822 1530 2416 2866 48%
Japan 287 395 663 834 953 1022 1061 19%
Saudi Arabia 17 18 23 155 305 410 445 84%
Russia 8 33 73 176 467 417 444 29%
South Korea 74 103 155 210 262 270 291 29%
Brazil 35 36 49 53 179 237 287 13%
India 33 46 99 132 267 265 275 16%
Hong Kong 96 111 118 124 153 256 269 117%
Euro area 243 212 214 179 203 236 250 2%

Singapore 77 75 96 116 163 188 226 104%
Switzerland 36 32 48 36 44 98 223 40%
Thailand 34 32 41 51 85 135 168 53%
Algeria 5 18 33 56 110 149 163 101%
United States 60 58 75 54 60 120 121 1%

Mexico 32 45 59 74 87 100 120 12%

The overall changes in the distribution of the reserve&P ratios in our sample between 1999
and 2010 are shown in Figure 2. The number of countries wiéisarves-to-GDP ratio below 12.5%
nearly halved in the period under review, while the groughwitratio of between 12.5% and 25%
is now the largest. Also, the number of large reserve hojddgth reserves covering at least half of
nominal GDP, increased from five countries to eight in 2010.

Figure 2: Histograms of Reserves-to-GDP Ratios in 1999 {Jefnd 2010 (right)
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3. Motives for Holding Reserves

While the previous section presented a set of stylized fantsecent reserve trends with some
hints on drivers, here we aim to provide the background toemopirical investigation. First, we
summarize all the theories that have emerged to explainetberve holdings. Based on that, we
propose a set of determinants to account for the motivesr smfesidered in the literature.

3.1 Findings from the Literature

In this subsection we review the most important motiveddite holding international reserves. In
the simplified view, the central bank’s decision on reseexels is driven by cost-benefit consid-
erations. The literature on international reserves hasarnated mainly on investigating different
motives and hence the benefits of reserve holdings, whileagsessment has gained far less at-
tention. The potential benefits were defined based on tisioexperience and derived from the
theoretical concepts on optimal reserve holdings. Fortgldine literature on international reserves
can thus be subdivided in historical sequence into seveeaids.

The early studies by Heller (1966) and Olivera (1969) cotreged on the role of reserves in buffer-

ing fluctuations in external transactions, compared withdpportunity cost of holding reserves.

According to these papers, optimal reserve levels shoutlttermined by balance-of-payments dis-
equilibria, the propensity to import, and opportunity cdstenkel and Jovanovic (1981) extended
these considerations to include an inventory theoreticagmh. The reserve authority should solve
the minimizing costs problem — the opportunity cost of hoidieserves versus the cost of adjust-
ment whenever the level of reserves reaches the lower bodigher levels of reserves mean a

larger buffer against any change but higher forgone easning

With the collapse of the Bretton Woods system in 1973 theudision on foreign reserves changed
substantially as many countries became vulnerable to walab@1998) defines as the sudden stop
syndrome: a massive reversal of capital inflows. This gaseto a stream of literature considering
currency crisis prevention and the mitigation motive folding reserves.

In the late 1990s, countries such as Mexico and Argentinedfapeculative attacks on their offi-
cially controlled exchange rates. First-generation m®dgplained how overly expansive domestic
policies together with fixed exchange rate regimes can leaditrency crises (Krugman, 1979).
Higher reserve levels can postpone a crisis until the resesve depleted and the fixed exchange
rate regime is abandoned. Second-generation models, bovgénessed the self-fulfilling aspect of
currency crises, and that reserves can be understood agingfleindamentals or the commitment
to defend a peg, as in Obstfeld (1996). The exchange ratmeegiould thus be reflected in the
reserve levels.

Moreover, the 1997 Asian financial crisis showed how exgesand poorly supervised foreign bor-
rowing together with (partially) fixed exchange rate regsma@d large current-account deficits can
cause a disaster covering a whole region. Therefore, aatiztstream of literature appeared sug-
gesting how to indicate vulnerable countries (i.e., cdaatendangered by sudden stops of capital)
and what measures are appropriate to minimize current andtfuture attacks. The first attempt to
propose suitable indicators — made by IMF staff — suggesigtitblvervaluation of the real exchange
rate, the M2-to-reserves ratio, and growth of domesticittedd to signal a currency crisis quite
effectively. The ratio of short-term debt to reserves hae ptoved to be important in many studies,
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for example, Mulder et al. (1999), who imply that a benchmafrbne for the ratio of reserves to
short-term debt is broadly appropridte.

The lesson learned from the Asian crisis was straightfadwHreconomic fundamentals are weak
and the risk of contagion is high, the policy response catudeca build-up of reserves and/or
extension of liquidity by an international body or lenderadt resort. As a result, policy makers
changed their view of reserve management as a strong insttumcrisis mitigation and prevention.
Mendoza (2010) found that policy makers in developing coestvere more responsive in holding
reserves than in the pre-Asian crisis period. The elagtmitthe reserves to several indicators
(external debt and liabilities) increased, indicating tha level of reserves became one of the true
measures with regard to crisis prevention.

Soon after 2000 the accumulation of reserves became a ghblemlomenon. The period of the
“Great Moderation" was marked by an increase in levels d@rimtional reserves worldwide far
larger than that implied by the simple crisis preventioariture. New theories for reserve accumu-
lation, such as mercantilist motives, appeared in ordexptae such developments. For example,
Dooley et al. (2004) suggest that the accumulation of firiagsets and liabilities, in particular in-
ternational reserve assets and domestic currency liabjlitepresents a development strategy based
on channeling investment to export industries. As a resxfiprting countries finance U.S. current
account deficits and real interest rates are lower than tloeydiotherwise be. Aizenman and Lee
(2007) test this motive in comparison to the precautionanyiva, finding the latter to dominate.

The reserve accumulation trend may also have appeared sslaafemonetary policy constraints.
All monetary policy regimes must follow the binding congtiteof the “trilemma," while interna-
tional reserves may play a role in relaxing it according taehiman (2010). The trilemma hy-
pothesis states that a country may simultaneously choosénan but not all, of the three goals
of monetary policy independence, exchange rate stalalitg,financial market openness to the full
extent.

Finally, there is the financial stability motive. Financialegration and growth of cross-border fi-
nancial flows have changed the architecture of the globaléiahsystem. The financial flows boom
may have forced countries to improve their financial stgbily accumulating reserves, as their ex-
posure to capital flight and deleveraging crises has ineteaSor example, Obstfeld et al. (2008)
extend the generally accepted macroeconomic view by inmguaspects of financial globalization.
The main reason for holding reserves here is to protect theedtic banking sector (or credit mar-
kets), while limiting currency depreciation. Traditiomabdels, considering debt and trade, view
as dangerous the situation where the export of home ass#terdy stops (capital outflow). But
in fact the shock may appear when the import of foreign assadslenly starts. Obstfeld et al.
(2008) consider the literature on the “double drain" (intdrand external) phenomenon to show its
importance in a credit market crisis. Such a crisis origiegiurely as an internal matter but leads
to capital flight from the country. Therefore, reserve admyushould be considered with regard
to M2. More generally, financial factors — such as a high degfedollarization as in Magnusson
(2011) and banking sector financing abroad (as in the case@déh) — are now considered when
discussing the motives for reserve accumulation.

1 On the other hand, the former Argentine deputy minister afrfae Pablo Guidotti argued that reserves should
cover scheduled external amortization for one year. Furibee, according to former Fed chairman Alan
Greenspan, a country’s external liquidity position shcwdccalculated over a wide range of possible outcomes.
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Most studies have tried to evaluate a specific hypothesis@nss-country dataset (usually using
a sample of emerging countries), controlling for otherdes{such as the level of development) as
well. Some studies have taken a broader view, incorporatihgossible determinants, as in our
case. Different specifications have been used, but two of theparticular are quite close to our
approach. Lane and Burke (2001) investigated the detentsra reserve holdings over 1981—
1995 and found that trade openness (and to a certain extancial deepening as well) was the
most important factor. Cheung and Ito (2009) used a largeofsexplanatory variables for 100
countries in 1974-2004. They found that the model for resboldings differs between developed
and developing economies and that building a unique enapinmodel for reserve levels may be
challenging.

Further studies have reflected the differences betweenrmesiby using special methods such as
guantile regressions (Ghosh et al., 2012), but smoothitram®etween the relevant determinants
may occur (Delatte and Fouquau, 2011). We recognize therianpee of changing motives, but we

are still aware that the benchmark — the level of developrasnh Cheung and Ito (2009) or the

actual reserve-to-GDP ratio as in Ghosh et al. (2012) — nf&yeince the results. Hence, we prefer
to use a large dataset and review the most important detamtsin

3.1.1 Determinants of International Reserves

The previous discussion has indicated a number of potergsa&rve holding determinants worth
investigating. There is no consensus on theoretical redaehavior, so we decided to include as
many potential determinants as possible. In this sectiorewiew the motivation for their selection
and describe their expected relationship with the resemedd. As the reserve level (the dependent
variable) we use the ratio of total reserves (excluding gmaturrent GDP, expressed in log form.

Our set of potential determinants contains 24 variablesyTéflect the important motives for accu-
mulating reserves, i.e., the precautionary matiite face down fluctuations in capital flows and/or
trade) and the mercantilist motive (export promotion). Wé® ancluded other potential reserve ac-
cumulation drivers. Some of them had already been congldarthe literature (natural resource
exports, exchange rate regimes), while others, such astargrpolicy and financial stability indi-
cators, are our innovations. The exact definitions can bedau Table A.2 in the Appendix.

For clarity, we split the factors into several areas: (i) g@h country-specific determinants with
measures of size, level of development or oil exports, lfig) balance of payments, (iii) monetary
policy and exchange rate arrangements, (iv) indebtedaess(v) credit markets and financial de-
velopment. The abbreviation of each variable is given irckets.

Country-specific Determinants

Level of developmenihis determinant has appeared in most empirical studieg sire 1960s. In
this study we us&DP per capita (GDPC), in constant 2000 U.S. dollars. The expected redatio
ship is unclear, as a higher level of development was fourtsktassociated with higher reserve
holdings. Still, as Obstfeld et al. (2008) note, the reseiteeGDP ratio is low for most devel-
oped countries. Therefore, there could be a non-lineatisakhip, which may explain the puzzling
results from previous studies. So as an alternative, we @mpldummy variable foadvanced
countries (ADV), using the IMF definition, as a measure of creditwandgs. Advanced countries
may have better access to international financing and ayr&wmap lines, which lowers their de-

2The precautionary motive gave rise to the optimal reseteealiure — see Jeanne and Ranciere (2011) or Calvo
et al. (2012) — as well as adequacy assessment benchmarks.
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mand for reserves. On the other hand, emerging countriedeaagudden capital outflows causing
a severe macroeconomic downturn and secure themselveditoy yp reserves. So, we test the
effect of a dummy variable for emerging markets (EM) as well.

Country size:The measure opopulation (POP) in millions is included to capture the effect of
country size on reserve holdings (Lane and Burke, 2001). ekample, if the absolute value of
reserves matters for speculators, a larger country maymagtitain a lower reserves-to-GDP ratio.

Oil exports: Reserves may be accumulated to ensure stable oil reventies domestic currency
and save part of the natural wealth for future generatiofigrigign currency. Previous studies used
a dummy variable based on the IMF classification, but we @etctd employ theountry’s share

of world net oil exports (OIL), using International Energy Agency data to capturee sffects
contemporaneously. Large oil exporters may pay more &tetd this issue than small ones.

Opportunity cost of reservesThis determinant comes from early theoretical models oémes
holdings such as Heller (1966). It should capture the caste@ated with reserves and it is mea-
sured as the difference between the local interest ratel@ndliS. interest rate. There is also a
macroeconomic view of the cost of reserves (as forgone iecisom alternative investment), but
we stick to this purely financial context. Even so, exactneation of the opportunity cost as the
difference between government bond yields (domestic vS. dbllar denominated) is not possible
in this sample, as many countries are not so financially dpeel. Thus, we used tltifferential
between domestic lending rates and U.S. Treasury bill rate€COST) from the IMF database.

Balance of Payments

Trade opennessthe importance of international reserves as a way to pratectuntry from sud-
den swings in external trade was recognized in the earlyebstbck literature. As a measure of
trade openness we use the rati@gports and importsto GDP (TOPEN), following Obstfeld et al.
(2008). More options are possible, but this definition réfleébe current nature of international
trade, where the import content of exports is increasinggDE2011). Such a definition thus cap-
tures precautionary as well as mercantilist motives, betlitik should be positive in either case.
Greater trade openness increases the exposure to trades slmathence may scatter precaution-
ary reserve accumulation, while mercantilism-led resec@imulation is associated with boosting
exports.

Financial opennessThe Asian crisis in the late 1990s substantially changetdmavior of central
banks (Mendoza, 2010), which became aware of potentiahthistermming from fully liberalized
capital accounts. This precautionary motive should thwe l@apositive relationship with reserve
levels, but a negative one is also possible as capital dentnay reduce the risk of speculative
attack. As the primary measure of a country’s financial opsarwe use th€hinn-Ito capital
market openness indeXKAOPEN), from Chinn and Ito (2008). It is based on restdns on cross-
border financial transactions, as reported in the IMF's AiiReport on Exchange Arrangements
and Exchange Restrictions (AREAER). This variable rangaw/éen -1.86 and +2.43, and higher
numbers stand for a more open capital account.

Alternatively, we employ the sum ddreign assets and liabilitieFAL), expressed as a percentage
of GDP, from Lane and Milesi-Ferretti’'s updated databassn@_and Milesi-Ferretti, 2007). The
reason for including this is that countries with open cdmtaounts may be actually engaged in
global financial transactions, while countries with capitantrols may still withess large capital
movements.
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Monetary Policy and Exchange Rate Arrangements

Exchange rate regimeThe role of reserves in defending a currency regime gavesdaoisan early
currency crisis literature showing that fixed arrangememay be vulnerable and the support of
reserves is crucial. Moreover, reserve accumulation caoras a result of unconventional mon-
etary policy at the zero lower bound (as in the case of Japamre exchange rate manipulation
becomes a key instrument. Therefore, we used a set of dumriables for theexchange rate
regime (REGIME). We follow the IMF classification of exchange ratesmgements, de facto since
1997, available from the AREAER. It has eight categoriesnftNo separate legal tender" to “In-
dependently floating," as shown in Table 1. To simplify thalgsis, we combined some subgroups
to allow for four categories only. Regime 1 stands for a fixechange rate regime, Regime 2 for
pegged arrangements, Regime 3 for managed regimes, anu&4édor floaters.

Table 2: Exchange Rate Regime Definitions

Our definition IMF cathegories
Regime 1 Exchange arrangement with no separate legal tender
Currency board arrangement
Regime 2 Conventional pegged arrangement
Pegged exchange rate within horizontal bands
Crawling peg
Crawling band
Regime 3 Managed floating with no predetermined path for fcbange rate
Regime 4 Independently floating

As an alternativegxchange rate volatility (ERVOL) can be tested. It is defined as the standard
deviation of the national exchange rate against SDR. Fan tiee obvious reflection of de facto
regimes, the reverse relationship was found in the liteeaile., holding adequate reserves reduces
exchange rate volatility, raising questions of potentradl@geneity. We also testdurrency crisis
(CRISIS) is associated with reserve depletion, using tfi@itlen by Laeven and Valencia (2008).

Monetary policy arrangementsA special monetary policy arrangement (inflation targetisgas-
sociated with the limited use of reserves and free floatirgharge rate regimes. Hence, we test
if a claimedinflation targeting (IT) regime can be linked negatively with reserve levelsttas
theory would suggest. However, inflation targeters may é&greciation and hence intervene on
the foreign exchange market (Levy-Yeyati and Sturzene@§€)7).

External Indebtedness

IndebtednessExternal indebtedness is an important indicator of exteralaerability, and several
indicators are used by the IMF to assess potential weaksie&®ort-term debt in particular has
proved to be important in many studies, e.g. Mulder et al9g)&ndChang and Velasco (2000).
Due to limited data availability we use the ratio of gressernal debtto GDP (DEXT). External
debt can substitute for reserves, i.e., higher reservertgddre unnecessary as external transactions
can be financed by debt. On the other hand, reserves may bieee@s collateral for raising
external debt. Unfortunately, data on external debt arewaitable for high-income countries and
our sample shrinks by 19 countries.



International Reserves: Facing Model Uncertainy3

Still, reserves can play a role in assessing a country’steverthiness in the event of raising debt,
so we also employ the ratio plublic debt (DPUB) to GDP from the historical public debt database
of Abbas et al. (2010).

Moreover, we use the Joint External Debt Hub (JEDH) databasenstruct a time series for the
countries in the data set as a substitute for a broad exebameasure. The ratio débt securities
(DSEC) held by non-residents to GDP captures the actudigtiorinvestment liabilities which are
in the hands of non-residents.

Credit Markets and Financial Development

Financial deepening and stabilityfhe speed of financial integration over the last two decadss h
drawn attention to assessing financial shock exposure. Aetaopliabilities is denominated in
foreign currency, financial deepening should be associattdreserve accumulation (Lane and
Burke, 2001). But this may hold regardless of currency denation. In the view of Obstfeld et al.
(2008), see p. 2, “the primary reason for a central bank td hederves is to protect the domestic
banking sector, and domestic credit markets more broadiyewmiting external currency depre-
ciation." This approach is similar to the earlier doubleinltderature, which considered situations
where apart from sudden foreign capital outflows the courdrysuffer from domestic capital flight
as well. The international reserves thus have a key role pramng domestic financial stability,
and the first indicator to consider is the ratioowbad moneyto GDP (M2).

As an innovation, we decided to test whether other measaresapture the actual importance of
the banking sector. They include three indicators of the sizthe financial institution sector or
financial depth: the ratio diquid liabilities (LIQLIA) to GDP (for the volume of assets threatened
by immediate withdrawal) and the more general raticdarhestic credit to the private sector{PC)

to GDP andank deposits(BD) to GDP. All of them come from the Global Financial Devethoent
Database of Cihak et al. (2012). Similarly to our approacbmihguez (2010) used the sum of
domestic private credit creation and stock market capatibn as a ratio of GDP to capture financial
development, but the estimated reserve equation differs the one we use.

However, there is one more factor which has proved to be itapbover the last decade. Globaliza-
tion led to growth of international financial transactioasd when the sudden stop in international
liquidity occurred at the peak of the financial crisis, soraetcal banks (such as in Denmark) started
to provide foreign currency liquidity to substitute for thrarket. So, we look aiross-border loans
(CBLOAN) andcross-border deposit{ CBDEP) to check whether central banks were aware of this
weakness.

Banking crisis:Finally, we check whether the banking crisis had any impadhe level of reserves
and whether reserves were depleted during the crisis.b@hking crisis dummy (SBC) used in
this paper comes again from the Global Financial Developmeatabase and Laeven and Valencia
(2008).
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4. Estimation Results

This section presents an empirical analysis of the potartsarve level determinants we discussed
previously. In order to retain clarity and comparabilitythvprevious studies we first present the
traditional model, which is subsequently extended to idela new set of variables according to
their respective areas. The step-by-step approach isrpbéde as some measures may be linked
through other factors or even directly correlated, beirgsstutes (see Table A.3 in the Appendix).
This part is based on simple pooled OLS estimations, whiehratine with previous studies but
may have some drawbacks. We review a few open issues, nasnbhgample stability across a
selected benchmark and flaws in model choice, including geweity. The motive for this section
is not only to enlarge our understanding of the determinaiteserve holdings, but also to firm up
our specification choice. Finally, we aim to address theessfumodel uncertainty, i.e., we allow
for all determinants to work together, providing an insigto their relative importance.

Our dataset covers 104 countries, while the euro area itetr@s an aggregate. The countries are
listed in Table A.1 in the Appendix together with their dey@hent stage according to the IMF. We
cover annual data for the 1999 to 2010 period only, as we stiipe presence of a structural break
in 1998 due to the Asian crisis and an observed change invieeseanagement at least in Asian
countries. Moreover, the literature review also suggdssthe motives for reserve accumulation
were changing in the post-war period to reflect the new glofmietary system, and the post-1998
period is marked by stability in reserve motives (Ghosh.eall2). To allow for heteroskedasticity
across countries and serial correlation we use clustegirabntry3

Table A.4 in the Appendix reports summary statistics. Atiahles are expressed in log form where
possible. As Table A.2 in the Appendix shows, most of thealdes are scaled by GDP, which is
motivated by the need to make the series stationary and tovethe scale effect. The data set
is balanced for the traditional model with the maximum nunddebservations per variable equal
to 1,248, but it becomes unbalanced in some extensiond, \&ilalways report the number of

observations used in each case and discuss the implicatidins restricted model.

4.1 The Traditional Model and its Extensions

This section reviews the traditional as well as potentiaV determinants of cross-country differ-
ences in reserve holdings using pooled OLS. The traditioralel is based on assessing the role
of trade or capital account openness as well as other ceapégific factors such as country size,
level of development, and the role of commodity exports. lge anclude exchange rate regime
measures. Next, we extend the discussion on regime settingslude monetary policy variables
and debt ratios. Finally, we investigate different proxXesfinancial stability.

The regression results for traditional determinants aesgnted in Table A.5 in the Appendix. We
start with a simple set of country-scale variables as wethasopportunity cost of reserves, trade
openness, and oil exports (Model 1). Countries that are imwdved in international trade tend

to have larger reserves. Size as measured by populatiorhanctisis dummy seem to have no
particular effect. In the latter case this might be due tof#to that this dummy captures only a
few minor events in the period under review as well as measemé problems (reserve depletion
is hard to estimate). Intermediate exchange regimes arekpdrts are modestly associated with
higher reserve holdings, while the opportunity cost of rese lowers them. The coefficient on

3 Series of tests check the properties of the baseline modhe.LEvin-Lin-Chu unit-root test confirms stationar-
ity, while the presence of heteroskedasticity is found ksgstén both the pooled and LSDV settings. Similarly,
autocorrelation is substantial according to the Wooldritkst.
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GDP per capita is not significant, so we test the effect of thesaced country dummy only. The
results in Model 2 confirm substantially lower reserves mthse of advanced countries, while the
difference between emerging countries and developing isnast significant. Model 3 and Model
4 contain both measures of financial openness, but thesainresato not seem to play any role in
cross-country reserve holdings. So, we test if the sitnatimnges with the stage of development.

Including the emerging markets dummy does not yield anyitiesuwe split the sample according
to the log GDP per capita mean (equivalent to USD 7,309). Icessider only countries below
the mean threshold (Low income, LI), the coefficient for ficiahopenness becomes statistically
significant and positive (fourth column, Table A.5 in the &ppgix). Finally, Model 5 then demon-
strates that exchange rate volatility is not a superior pfox exchange rate regimes (neither is it
for LIs).

We start our extension exercise with debt variables as wedhanflation-targeting dummy. As Ta-

ble A.6 in the Appendix shows, the inflation-targeting regiitself cannot be associated with lower
reserve levels (Model 1). But IT countries that are not adedrhold larger reserves (see column
nonAdv IT). This supports the “fear of floating” hypothesig &t least some of them. Second, we
test the role of external debt as a measure of vulnerabiigase note the lower number of obser-
vations, as data on external debt are not available for adhoountries. The results (Model 2)

suggest that in this sample, more indebted countries heldrioeserves. This negative relation-
ship suggests that debt may substitute for reserves as asrééinancing external transactions,

still accounting for the stage of development. The coefficier public debt is also negative, but

insignificant, as is that for debt securities over GDP (Med=and 4).

Finally, in Table A.7 in the Appendix we review the role of fir@al stability and deepening. The

results for the ratio of M2 to GDP (Model 1) confirm the finansi@bility reasons for reserve accu-
mulation, improving the model fit compared with the tradismodel. Moreover, GDP per capita
now turns significant but negative. If we account for the feiahmotives for holding reserves as
well, more advanced countries hold lower reserves. Thidezde helps to explain why we observe
such low reserves-to-GDP ratios for countries with high GigPcapita, illustrating the interaction

between stage of development and financial deepening.&lynib our results, Dominguez (2010)

finds a negative impact of financial development on totalrkese which might be counterbalanced
by the positive effect of banking sector fragility.

As for alternative measures that might capture the impogani a country’s banking sector, bank
deposits and liquid liabilities (both scaled by GDP) haveghme implications for reserve holdings
(Models 2 and 3). This supports the internal drain view, wleecountry may suffer domestic capital
flight aside from the external one. On the other hand, a bardisis itself does not lead to reserve
depletion, as the dummy for banking crisis is not signifigargither specification. Compared with
the traditional model there are two changes. First, oil egoe now firmly hold higher reserves,
while the coefficient for the opportunity cost of reserveselits significance. Second, there is also
a clear interaction with the exchange rate regime choicectkee back to these issues in the next
subsections.

As for overall financial development, domestic credit to pineate sector has no effect on cross-
country differences in reserve holdings (Model 4). Finatlyuntries with large cross-border trans-
actions (Models 5 and 6) do not hold substantially largeemess, suggesting that they do not fear
sudden stops in international liquidity.
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To conclude this section, it seems that traditional facéoesstill important for cross-country differ-
ences in reserve holdings. The new variables for finan@&ailgly improve our understanding of the
determinants of reserve holdings, while the role of debtrset® be limited. The role of financial
openness is now less straightforward than in previous esudi

4.2 Investigating Sub-samples, Model Specification, and Endeneity

Sub-sample Check

In the second step we aim to verify the outcomes of the estimabn sub-samples in both the
country and time dimension. Ghosh et al. (2012) realizetittteamotives for holding reserves can
change with the ratio of reserves to GDP. Their quantile aggn identified shifting motives, i.e.,
some of the determinants turning significant for a sub-sames$pite being insignificant in the main
OLS estimation. We have already touched on two similar césas-advanced inflation targeters
and the size of external debt).

We adopt a different approach based on recursive estinakasjng for benchmark variables other
than dependent variables. The recursive estimates arermr@ulnsamples that satisfy a certain
condition that is changing across the distribution of thadbenark variable. Moreover, we can
run them both ways, from the highest values of the benchmearikie or from the lowest, adding

observations until a whole dataset is covered. This appr@asimilar to quantile regression, but
we do not explicitly assume the presence of different bahraatross specific percentiles of the
distribution. We are aware of the weak points of this appnpae., selection bias, the arbitrary
choice of benchmark variable, and the size of the step, lpubitides an alternative, zooming in on
a dataset based on specific questions we wish to answer.

For example, the trilemma suggests that financially openfewashcially closed economies face
different policy choices that may impact on their motives lolding reserves. Table A.8 in the
Appendix presents the results for a recursive exercise psasaple using KAOPEN as a benchmark
variable. This indicator has rather stable distributioardime. We start with the sample of countries
with KAOPEN above 2 in the first column, i.e., economies widarly no restrictions on capital
flows. The relative size of the sample can be illustratedgiaihistogram (Figure 3). For financially
open economies traditional determinants such as tradenepsror financial ones such as the ratio
of broad money to GDP do not seem to play an important roleGGiRR per capita does matter. This
would suggest that their policy makers are quite confidentiatwerall economic flexibility and fear
neither financial nor real shocks. On the other hand, thetdesrwith intermediate exchange rate
regimes (Regime 3) have significantly higher reserves. @&oescountries may still aim to smooth
exchange rate movements and/or build up precautionarpvesseMoreover, the trilemma suggests
a loss of monetary autonomy for economies with open capitaikeis and pegged exchange rates.
This loss could be offset by interventions with an impact be teserve levels. In the second
column we enlarge the sample to all countries with KAOPENvabb, covering more than half
of the sample. Now we are closer to the standard model we &stiiin the previous subsection.
We can run the recursive estimates the other way round,ngaki a sample of financially closed
economies first (see Table A.9 in the Appendix). Now the ratibroad money to GDP drives the
results in the first column. So, countries with larger finahsectors have higher reserves than ones
with heavy restrictions on financial transactions.

Now let’s use this method to zoom in on the shifting motivegciRsive estimates with the ratio
of actual reserve holdings to GDP as the benchmark variabl@r@sented in Table A.10 in the
Appendix. More caution is necessary when interpretingdluzda because of time variation in the
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Figure 3: Histogram of KAOPEN, Full Dataset
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mean. As for the first column, for the sub-sample with a resete-GDP ratio of less than 16%
(i.e., far below the mean) the traditional determinants dbhave a significant coefficient, and to
a certain extent this holds for the sub-sample up to a res¢o+&DP ratio of 27%. But they are
certainly valid for the emerging and developing countri@sigle, as shown in the last column of
Table A.10 in the Appendix.

Model Specification and Testing for Endogeneity

No matter how many individual specific factors one includég, simple pooled OLS may still
suffer from unobserved heterogeneity, causing bias arahsistency. The usual (and widely used)
remedy involves introducing a fixed effects estimator (@ d¢buntry and/or time dimensions). Such
an approach removes the mean, thus providing a (demeared)ofithe reserve accumulation
drivers.

Table A.11 in the Appendix presents a set of different mogectsgications: country fixed effects
(CFE) and country and time fixed effects (CTFE). In this calsgerminants such as oil exports,
GDP per capita, and exchange rate regime lose significartke the opportunity cost of reserves
(i.e., the interest rate differential) now contributeshe explanation. We can argue that the cost
indicator captures more effects than desired. For exanipiaay well reflect financial market
disturbances due to a crisis (time variation). When a cguatres a situation such as a capital flow
reversal, domestic interest rates may increase compaté®tdreasury yields. This indicator may
be superior to a simple crisis dummy, as the yield spillowars occur without a severe currency
crisis and may still require policy interventions. The sfgrant coefficient on population in the
settings with fixed effects disappears when time effectsaamunted for. The time dummies,
which are not reported, are significdnOn the other hand, the most important variables, i.e., the
evolution of trade and the ratio of broad money to GDP, stilda significant and large effect on
reserve accumulation even if we remove country-specifitfea.

Finally, we address the issue of endogeneity for the broatesnmdicator. Neither of the previous
studies found strong evidence for this problem, but noresisave used our specification and instru-
mented the broad money variable using its second and tlgrd'lae results are reported along with

4The time trend, when included, contributes significantlth@explanation of the reserve trends. This finding still
supports the self-accumulating nature of reserves. Thadierexchange reserves generate yields. These can be
either reinvested or converted into the domestic curremhich may still affect the relative exchange rate. We do
not report the results here, as we are more interested iretieendinants than in the best fit.
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the exogeneity test for instruments in the last column ofld@#bl11 in the Appendix. We cannot
rule out the presence of endogeneity, but this effect issdytnot driving reserve holdings.

To summarize this part, we reviewed some potential wealksessour main estimations both in
a sub-sample check and in model specifications. They miglat ¢p@od starting point for further
refining this analysis. Nevertheless, the main reserveeju.e., the evolution of trade and broad
money, prove to be stable determinants. Far less certaintguds the other determinants, so we
address this issue in the last subsection.

4.3 Facing Model Uncertainty

As we have discussed, the theories on reserve determiratomot necessarily in conflict. There
have been attempts to validate one theory over another émidist vs. precautionary, for example),
but in a way a combination of theories could well stand forengpirical model. Eventually, our
previous analysis suggests that a mix of different deteanmtsnmay drive the reserve holdings, so
rather than verifying one theory over another we can avoimgles specification and consider all
of them together. When a theory does not provide enough goéto select the proper empirical
model and/or we have a large set of potential explanatoriahigs, we face a problem known as
model uncertainty.

One possible way to account for model uncertainty is to egnplodel averaging techniques us-
ing Bayesian inference, which goes through all possibleatsodiven a set of variables. Doppel-
hofer et al. (2000) used Bayesian Averaging of Classicahtates (BACE) to determine which
variables should be included in linear cross-country gnomegressions. Fernandez et al. (2001)
investigated the same topic with Bayesian Model AveragBilA). These studies concentrated
on cross-sectional data; Moral-Benito (2012) extendedrdmaework to deal with panel data and
country-specific fixed effects. We follow the BMA approach xplained in more detail in the
Appendix — in a pure cross-sectional setting. We are mostlyrésted in the determinants (and
country-specific effects are not very informative), and pinevious analysis suggests that reserve
policies remained rather stable over the last decade.

We start with a restricted set of determinants excludingraétives that are strongly correlated
(such as additional financial variables) and carry simitbsrimation. Aside from those 13 variables
presented in Table A.11 in the Appendix, there are five morehwye have studied and may yield
some additional information (financial openness (FAL), phublic-debt-to-GDP ratio, exchange
rate volatility, the IT dummy, and the emerging markets dynnirhis gives us a dataset of 18
determinants, expressed as period means, keeping the doffisation. In the second step we
include all possible determinants mentioned in this studg i’kitchen sink” way, excluding two
variables due to missing data: external debt and debt $iesurin this specification we have 24
determinants.

For the estimations we use the standard uniform prior (l&gkior knowledge) and a dilution prior
as implemented by Durlauf et al. (2008), as we suspect tleepoe of multicollinearity. In the latter
case, lower prior probabilities are assigned to sets aainaistrongly correlated variables than to
sets containing weakly correlated variables. So, we ra@01Q@0 iterations with 500,000 burn-ins
using the dilution and standard uniform model priors.

Table A.12 in the Appendix reports the posterior inclusionbability, the posterior mean, and
the posterior standard deviation for the restricted samilee correlation between the iteration
counts and the analytical posterior model probabilitiegtie 100 best models (over 0.998 for both)
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indicates a good degree of convergence. Posterior inclypsabability (PIP) stands for the posterior
probability that the coefficient of a variable is not equaké&vo. It indicates the importance of the
variable in explaining the cross-country differences iserge holdings. In both cases we identify
only a few variables worth considering, namely, trade opssrand the broad-money-to-GDP ratio,
followed by GDP per capita and oil exports.

These results are in line with the findings from the previausssction as given in Table A.11 in the
Appendix. The ranking when using different priors is almidgintical, the only difference being
in the assessment of population and non-advanced IT. Treteendnants may be correlated with
other variables. Using dilution priors also results in lowéPs for the broad-money-to-GDP ratio,
GDP per capita, and oil exports.

Figure 4 shows the posterior inclusion probabilities udimg dilution, uniform, and fixed priors
when we include 24 determinants. Trade openness and thd-broaey-to-GDP ratio retain their
high PIPs, but GDP per capita now loses importance. Domersidit to the private sector has a PIP
above 0.9 with a negative posterior mean (-0.5), whereale ald in the Appendix indicated no
statistical significance. It seems that financial develapm&ys a far more important role than the
simple regressions would suggest. As we have noted, Dorem{010) used a similar measure
of financial development and found the same significant impadotal reserves. In her view, the
accumulation of reserves results from under-insuranceeoptivate sector in developing countries.
To a certain extent, this factor was captured by overall esva development and/or the advanced
country dummy. But the underlying driver is financial deysteent. Improving the ability of the
private sector to obtain financing could be a key switch awamnfreserve accumulation strategies.

As for sensitivity checks, we also tested whether a diffepeior on the regression coefficients (in

our baseline, Zellner’s g) changed the overall assessmamd the results for the coefficients were
virtually the same. The use of log transformation makes fferéince.

Figure 4: Posterior Inclusion Probabilities: Dilution, Unform, and Fixed Priors
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5. Conclusions and Policy Implications

In spite of a long tradition and a large number of studies didterminants of cross-country differ-
ences in reserve holdings are far from well understood. paper provides an additional insight
into reserve policy motives, covering a compact set of adesin the most recent period. The
results show that traditional factors such as trade openaes still important for cross-country
differences in reserve holdings. New variables for findnstiability are certainly relevant for the
level of international reserves, while the role of debt seéorbe limited. Both trade openness and
the broad-money-to-GDP ratio lead to higher reserve hghidimas do intermediate exchange rate
regimes (pegs and soft pegs) and oil exports. Economic olewednt is associated with lower re-
serves, while inflation targeters that do not rank amongdvaraced countries hold higher reserves.
The role of financial openness is now less straightforwaesh tim the pre-1998 period, but still
provides insights into the trilemma-related choices.

So, in the second step we abandoned the concept of a singld amatifaced the uncertainty using
Bayesian model averaging. This method confirmed that extérade and financial stability con-
tribute significantly to reserve accumulation trends, batso drew attention to the role of financial
development as a counterbalancing effect. Diverging frioeréserve accumulation path may thus
require long-term structural changes, so short-term nreassuch as developing a global financial
safety net or a swap line network, could be a feasible altan the interim.

Still, the results of this paper are far from conclusive sEiwe could improve the current work by

incorporating a more explicit treatment of mercantilisttives and extending the set of determi-
nants to include institutional factors. Second, we coulempt to construct a measure of financial
development that incorporates its different dimensions.a&l§o do not account explicitly for conta-

gion, i.e., the occurrence of shocks that contemporangitsinultiple countries. Currency crises

do spread at least within a region, while reserve policieghtribe subject to monetary policy con-

duct constraints. Clustering by time could be helpful irstbase, but the time dimension must be
extended.
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Appendix A: Bayesian Model Averaging

Bayesian model averaging aims to address model uncertalrdy considering a linear regression
model in the following form:

Yt = ay+XyBy+€,€ ~ N(O, a2l) (A1)
wherey; is a dependent variabley is a constantp, are coefficients, anelis a normal IID error.

Let's consider a matrix of potential explanatory variabXesvhere we do not know which ones
should be included. BMA estimates the models for all posr@ombinations and constructs a
weighted average over all of them. Xfcontainsk potential variables, this means estimatify
variable combinations and tha§ models.

The model weights for this averaging are given by the pasteriodel probability (PMP), i.e.,
pP(My |y, X), which is proportional to the marginal likelihood of the nebgh(y | My, X) times the
prior model probabilityp(My).

The model-weighted posterior distribution for any statstan then be obtained:

2K
P8 |y, X) = Zl P(6 [ My,y, X)p(My | X,y) (A.2)
y:

Looking back at the simple regression model, the key questiat arises is which prior should be
used for the coefficient8,. Zellner'sg prior is usually employed:

Byla~ N(O, az<;x;xy>> (A3)

The hyperparametegrcaptures beliefs if the coefficients are zero. Its smalleahdicates certainty
that the coefficients are zero. Also in this case, the makgjkedihood p(My | X,y) can be derived
as a function of hyperparameig@rWhen using the “unit information prior" (UIPy,is set toN, i.e.,
g=N.

Second, the priors for the model space must be set. Aparttfremniform model prior, binomial or
beta-binomial model priors can be employed. In the pralcticmputation, evaluating all potential
variable combinations can be quite time consuming, so Mafkoain Monte Carlo sampling is
useful. We employed the BMS package for R developed by Zeu@td2) with a birth-death
sampler. BMS relies mostly on the Metropolis-Hastings atgm, which “walks" through the
model space.



24 Sona Benecka and LubosS Komarek

Table A.1: List of Countries with World Bank Code and Type

Albania
Algeria
Angola
Argentina
Armenia
Australia
Azerbaijan
Bahrain
Bangladesh
Belarus
Belize
Bhutan
Bolivia
Bosnia and Herzeg.
Botswana
Brazil
Bulgaria
Burundi
Canada
Cape Verde
Colombia
Costa Rica
Croatia
Czech Republic
Denmark
Dominican Rep.
Egypt, Arab Rep.
Estonia
Ethiopia
Euro area
Gambia, The
Georgia
Guatemala
Guyana
Haiti
Honduras
Hong Kong SAR
Hungary
Chile

China
Iceland

India
Indonesia
Israel
Jamaica
Japan
Jordan
Kazakhstan
Kenya
Korea, Rep.
Kuwait
Kyrgyz Rep.

ALB
DZA
AGO
ARG
ARM
AUS
AZE
BHR
BGD
BLR
BLZ
BTN
BOL
BIH
BWA
BRA
BGR
BDI
CAN
CpPV
COL
CRI
HRV
CZE
DNK
DOM
EGY
EST
ETH
EMU
GMB
GEO
GTM
GUY
HTI
HND
HKG
HUN
CHL
CHN
ISL
IND
IDN
ISR
JAM
JPN
JOR
KAZ
KEN
KOR
KWT
KGZ

DEV
DEV
DEV
EM
DEV
ADV
DEV
DEV
DEV
DEV
DEV
DEV
DEV
DEV
DEV
EM
EM
DEV
ADV
DEV
EM
DEV
DEV
EM
ADV
DEV
DEV
EM
DEV
ADV
DEV
DEV
DEV
DEV
DEV
DEV
ADV
EM
EM
EM
ADV
EM
EM
ADV
DEV
ADV
DEV
DEV
DEV
ADV
DEV
DEV

Lao PDR LAO DEV
Latvia LVA EM
Lebanon LBN DEV
Lesotho LSO DEV
Lithuania LTU EM
Macedonia, FYR MKD DEV
Madagascar MDG DEV
Malaysia MYS EM
Maldives MDV DEV
Mauritius MUS DEV
Mexico MEX EM
Moldova MDA DEV
Mongolia MNG DEV
Morocco MAR DEV
New Zealand NZL ADV
Nicaragua NIC DEV
Nigeria NGA DEV
Norway NOR ADV
Oman OMN DEV
Pakistan PAK EM
Paraguay PRY DEV
Peru PER EM
Philippines PHL EM
Poland POL EM
Qatar QAT DEV
Romania ROU EM
Russian Federation RUS EM
Rwanda RWA DEV
Saudi Arabia SAU DEV
Sierra Leone SLE DEV
Singapore SGP ADV
Slovak Republic SVK EM
South Africa ZAF EM
Sri Lanka LKA DEV
Swaziland SWZ DEV
Sweden SWE ADV
Switzerland CHE ADV
Syrian Arab Republic SYR DEV
Tajikistan TIK DEV
Tanzania TZA DEV
Thailand THA EM
Trinidad and Tobago TTO DEV
Turkey TUR EM
Uganda UGA DEV
Ukraine UKR EM
United Arab Emirates ARE DEV
United Kingdom GBR ADV
United States USA ADV
Uruguay URY DEV
Venezuela, RB VEN EM
Yemen, Rep. YEM DEV
Zambia ZMB DEV
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Table A.2: Definitions of Variables, and Sources

Variable Code Source

Total reserves, % of GDP, in current USDFXR World Bank

minus gold

General

GDP per capita, constant 2000 USD GDPC World Bank

Dummy variable, 1 for advanced countries ADV WEO April 20IMF
Share on net oil exports on world OILEX International Enefgency
Population in mil. POP World Bank

Difference between lending rate and UEOST World Bank, IMF, EIU
Treasury bills

Balance of payments

Exports and imports of goods and service3OPEN World Bank

% of GDP

Chinn-Ito capital market openness index KAOPEN Chinn aod2008)
(Foreign assets + liabilities)/GDP FAL Lane and Milesi+fetti (2007)
Monetary policy

Dummy variable, fixed regime REG1 AREAER

Dummy variable, intermediate REG2

Dummy variable, managed float REG3

Dummy variable, float REG4

St.  deviation of national exchange rat&EXVOL  IFS IMF

against SDR

Dummy variable, 1 for currency crisis CRISIS Laeven and heia (2008)

1 for targeting countries IT Hammond (2012), AREAR
Indebtedness

Total external debt stocks in current USD, %XD World Bank, United Nations
of GDP

Public debt, % of GDP DPUB Abbas et al. (2010)

Debt securities held by nonresidents, % d)SEC Joint External Debt Hub (JEDH)
GDP
Financial stability and development

M2 or equivalent, % of GDP M2 World Bank

Liquid liabilities, % of GDP LIQLIA  Global Financial Devefament
Bank deposits, % of GDP BD Database (GFDD)
Domestic credit to private sector, % of GDP  PC Cihak et al1®0

Cross-border loans from BIS reportingcBLOAN JEDH

banks, % of GDP

Cross-border deposits with BIS rep. bank&BDEP JEDH

% of GDP

Dummy variable, 1 if banking crisis ocurred SBC Laeven ankgMaa (2008), GFDD
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Table A.3: Correlation Matrices, All Variables, Cross Semt

fxr adv gdpc oilex pop cost topen kaopen fal

adv 0.02 1

gdpc 0.005 0.8~ 1

oilex 0.07 -0.04 0.1

pop -0.04 0.009 -0.03 -0.007 1

cost -0.2 -0.4** -05** -0.08 -0.1 1

topen  0.6** 0.1 0.1 -0.08 -02 -0.2 1

kaopen 0.07 04* 0.5 -0.008 -0.2 -0.2 0.2 1

fal 0.3* 0.4 0.5* -004 -01 -0.2 05" 0.3 1
fxr gdpc regl reg2 reg3 crisis it exvol exd dpub

gdpc 0.005 1

regl 0.2 0.03 1

reg2 0.2 -0.07 -0.2 1

reg3 -0.02 -0.&* -0.2 -0.5* 1

crisis -0.2 -0.008 -0.09 -0.2 02 1

it -0.2 03* -01 -04* -01 0.2 1

exvol -0.1 -0.2 -0.07 -02 0.3 0.1 -0.02 1

exd -0 0.7 0.02 -01 -0.1 0.05 0.2 0.05 1

dpub 0.02 -002 -02 -0.06 01 -005 -02 0.2 0.2 1
xr gdpc m2 pc bd ligia cbloan cbdep sbc

gdpc 0.005 1

m2 0.4 0.5 1

pc 0.05 0.8 0.8 1

bd 0.4* 0.5%* 0.9%* 0.7 1

ligia 0.4 0.5 1.0 0.7%* 1.0 1

cbloan 0.2 0.5%* 0.4 04 04> 0.4 1

cbdep 0.3 0.3* 04" 0.3* 04 04 0.8** 1

sbc -0.2 0.3 0.07 03* 0.06 0.08 0.09 -001 1

*p<0.05,* p<0.01,"* p<0.001
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Table A.4: Summary Statistics

Variable Mean Std. Dev. Min. Max. N
Total reserves 0.195 0.178 0.004 1.195 1248
GDP per capita 7309.262 10615.121 108.902 41904.21 1248
Advanced country 0.157 0.364 0 1 1248
Emerging markets 0.587 0.493 0 1 1248
Oil exports 0.008 0.024 0 0.19 1248
Population 55.09 172.83 0.25 1354.15 1248
Opportunity cost 0.13 0.123 -0.038 1.168 1248
Trade openness 0.894 0.55 0.188 4.441 1248
Fin. open. (KAOPEN) 0.739 1.538 -1.864 2.439 1247
Fin. open. (FAL) 2.215 4.278 0.17 75.506 1248
Regime 1 0.051 0.221 0 1 1248
Regime 2 0.355 0.479 0 1 1248
Regime 3 0.352 0.478 0 1 1248
Regime 4 0.242 0.428 0 1 1248
Exchange rate vol. 0.29 1.223 0 23.317 1248
Currency crisis 0.018 0.135 0 1 1248
IT dummy 0.212 0.409 0 1 1248
External debt 0.653 0.708 0.036 10.016 1020
Public debt 0.557 0.404 0.027 2.494 1248
Debt securities 0.09 0.19 0 2.529 1040
Broad money 0.597 0.447 0.067 3.253 1248
Liquid liabilities 0.548 0.422 0.067 3.136 1114
Bank deposits 0.462 0.387 0.028 3.027 1130
Credit to private sector  0.508 0.477 0.016 3.195 1248
Cross-border loans 0.227 0.444 0.001 3.891 1236
Cross-border deposits 0.331 0.67 0.015 7.209 1236

Banking crisis 0.062 0.241 0 1 1248
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Table A.5: Traditional Model

Model1 Model2 Model 3 LI Model 4 Model 5

Trade openness 062 0.61* 0.61* 0.48* 0.6 0.67*
(0.16) (0.16) (0.16) (0.13) (0.17) (0.18)

Population -0.023  -0.044  -0.037 0.015 -0.044  -0.035
(0.047) (0.053) (0.055) (0.043) (0.057) (0.056)
Opportunity cost -0.88 -1.04* -1.01r* -1.33* -1.04* -1.05**
(0.49) (0.40) (0.40) (0.34) (0.40) (0.39)
Oil exports 2.95 2.24 2.13 2.80 2.23 2.32
(1.49) (1.36) (1.38) (2.26) (1.42) (1.41)
Currency crisis -0.12 -0.13 -0.11 -0.091 -0.13 -0.085
(0.15) (0.14) (0.14) (0.15) (0.14) (0.15)
Regime 1 0.32 0.14 0.13 -0.099 0.14
(0.25) (0.30) (0.30) (0.23) (0.30)
Regime 2 0.3% 0.20 0.21 0.11 0.20
(0.15) (0.14) (0.13) (0.15) (0.14)
Regime 3 0.3% 0.27 0.28* 0.012 0.27*
(0.13) (0.12) (0.12) (0.12) (0.12)
GDP per capita -0.058
(0.055)
Advanced country -0.59 -0.62* -0.59*  -0.68*
(0.26) (0.26) (0.27) (0.27)
Emerging markets -0.19 -0.19 -0.19 -0.13
(0.14) (0.14) (0.14) (0.14)
Fin. open. (KAOPEN) 0.026  0.086
(0.043) (0.041)
Exchange rate vol. -0.025 -0.015
(0.019) (0.020)
Fin. open. (FAL) 0.00075 -0.0022
(0.12) (0.12)
Constant -1.46* -1.55** -1.59** -1.67** -1.55%* -1.40"*
(0.50) (0.20) (0.21) (0.15) (0.22) (0.20)
N 1248 1248 1247 953 1248 1248
R2 0.26 0.29 0.29 0.22 0.29 0.28
F 4.73 4.67 4.89 8.20 4.24 6.21

Note: Robust standard errors clustered by country in parentheses
Significant at * 10%, ** 5% and *** 1%. Sample of low income cauies (LI).
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Table A.6: Model Extended to Include Monetary and Debt Detgnants

Model 1 nonAdvIT Model 2 Model 3 Model 4
Trade openness 0.62 0.60** 0.42** 0.62** 0.65**
(0.16) (0.16) (0.13) (0.16) (0.18)
Population -0.021 -0.034 -0.028 -0.018 -0.0064
(0.049) (0.051) (0.045) (0.049) (0.051)
Opportunity cost -0.83 -0.89 -1.007* -0.86f -0.40
(0.49) (0.44) (0.35) (0.50) (0.57)
Oil exports 3.27* 3.44* 2.23 2.93* 3.45*
(1.64) (1.60) (2.03) (1.44) (1.68)
Currency crisis -0.098 -0.10 -0.042 -0.10 -0.35
(0.14) (0.13) (0.14) (0.14) (0.23)
Regime 1 0.43 0.41 0.16 0.31 0.36
(0.29) (0.27) (0.23) (0.27) (0.28)
Regime 2 0.4% 0.42** 0.18 0.34* 0.36*
(0.18) (0.15) (0.15) (0.15) (0.15)
Regime 3 0.38* 0.36** 0.17 0.33* 0.43**
(0.14) (0.13) (0.12) (0.13) (0.14)
GDP per capita -0.085 -0.074 -0.0058 -0.068 -0.064
(0.064) (0.054) (0.051) (0.057) (0.072)
Fin. open. (KAOPEN) 0.025 0.023 0.066 0.021 0.0047
(0.043) (0.044) (0.041) (0.044) (0.044)
IT dummy 0.20
(0.212)
Not advanced IT 0.39
(0.15)
External debt -0.24*
(0.112)
Public debt -0.010
(0.10)
Debt securities 0.0046
(0.039)
Constant -1.38* -1.42%* -1.92¢%* -1.42¢%* -1.48*
(0.51) (0.48) (0.43) (0.50) (0.72)
N 1247 1247 1019 1247 956
R2 0.27 0.28 0.22 0.26 0.28
F 4.21 4.89 5.34 4.20 4.76

Note: Robust standard errors clustered by country in parentheses
Significant at * 10%, ** 5% and *** 1%. Non advanced IT counsidummy(nonAdvIT).
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Table A.7: Model Extended to Include Financial Determinasit

Model1l Model2 Model3 Model4 Model5 Model 6
Trade openness 0.5t 0.57** 0.61** 0.62** 0.70** 0.66**
(0.15) (0.15) (0.15) (0.16) (0.15) (0.15)
Population -0.082 -0.065 -0.032 -0.023 0.0079 0.019
(0.048) (0.050) (0.051) (0.049) (0.045) (0.048)
Opportunity cost -0.26 -0.36 -0.44 -0.78 -0185 -0.84
(0.45) (0.48) (0.44) (0.53) (0.49) (0.49)
Oil exports 6.36** 5.39* 5.94+ 3.29* 2.38 2.36
(1.70) (1.54) (1.61) (1.56) (1.54) (1.52)
Currency crisis -0.090 -0.045 -0.063 -0.10 -0.067 -0.077
(0.15) (0.16) (0.15) (0.14) (0.14) (0.14)
Regime 1 0.33 0.48 0.25 0.32 0.25 0.25
(0.22) (0.212) (0.25) (0.26) (0.25) (0.23)
Regime 2 0.28 0.27 0.25 0.34* 0.31* 0.31"*
(0.13) (0.14) (0.15) (0.15) (0.14) (0.14)
Regime 3 0.3%3 0.31 0.29* 0.33* 0.29* 0.29*
(0.14) (0.14) (0.13) (0.13) (0.13) (0.13)
GDP per capita -0.19* -0.15* -0.16 -0.083 -0.036 -0.071
(0.060) (0.060) (0.062) (0.066) (0.066) (0.052)
Fin. open. (KAOPEN) 0.017 0.0052 0.029 0.020 0.035 0.029
(0.045) (0.049) (0.046) (0.044) (0.043) (0.044)
Banking crisis -0.087 -0.071 -0.043 -0.049 -0.058 -0.081
(0.13) (0.13) (0.13) (0.13) (0.13) (0.13)
Broad money 0.54*
(0.12)
Liquid liabilities 0.38**
(0.12)
Bank deposits 0.36*
(0.098)
Credit to private sector 0.044
(0.097)
Cross-border loans -0.043
(0.075)
Cross-border deposits 0.067
(0.078)
Constant 0.033 -0.39 -0.33 -124  -1.76™ -1.29*
(0.60) (0.59) (0.61) (0.63) (0.68) (0.50)
N 1247 1114 1130 1247 1235 1235
R2 0.34 0.33 0.31 0.26 0.26 0.26
F 6.80 6.24 6.86 4.25 4.38 4.76

Note: Robust standard errors clustered by country in parentheses

Significant at * 10%, ** 5% and *** 1%.
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Table A.8: Recursive Estimates by Fin. Openness (KAOPEN)I® no Restrictions

Above 2 Abovel AboveO Above-1 All
Trade openness 0.51 0’51 0.55% 0.52 0.5
(0.37) (0.26) (0.24) (0.20) (0.15)
Population -0.17 -0.14 -0.1r -0.091 -0.086
(0.099) (0.074) (0.068) (0.059) (0.046)
Opportunity cost 0.15 -0.57 -0.031 -0.13 -0.27
(0.85) (0.79) (0.712) (0.65) (0.45)
Oil exports 5.56 574* 6.00%*  5.93** 6.35°*
(5.76) (1.87) (2.92) (1.84) (1.70)
Currency crisis -0.35 -0.36 -0.69 -0.48& -0.10
(0.29) (0.26) (0.36) (0.24) (0.15)
Regime 1 0.46 0.34 0.26 0.35 0.33
(0.35) (0.30) (0.25) (0.23) (0.22)
Regime 2 0.36 0.41* 0.33* 0.39** 0.26
(0.20) (0.17) (0.15) (0.15) (0.14)
Regime 3 0.57 0.41+ 0.29 0.39* 0.32*
(0.22) (0.18) (0.16) (0.14) (0.13)
GDP per capita  -0.21 -0.24"* -0.23** -0.21** -0.19**
(0.10) (0.081) (0.075) (0.067) (0.061)
Banking crisis -0.11 -0.072 -0.16 -0.15 -0.090
(0.19) (0.19) (0.18) (0.16) (0.13)
Broad money 0.43 0.49° 0.51**  0.49** 0.54**
(0.26) (0.16) (0.15) (0.14) (0.12)
Constant 0.16 0.47 0.43 0.13 0.011
(1.08) (0.86) (0.79) (0.70) (0.60)
N 445 682 769 888 1248
R2 0.53 0.45 0.42 0.41 0.34
F 4.51 5.25 5.47 6.57 6.61

Note: Robust standard errors clustered by country in parentheses
Significant at * 10%, ** 5% and *** 1%. Starting from the finaratly open (KAOPEN above 2)
subsample and adding obs., see the main text.
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Table A.9: Recursive Estimates by Fin. Openness (KAOPEN)if Full Restrictions

Below1l Below 1.5 Below?2 All EmDev
Trade openness 0.43 0.5 0.50**  0.51** 0.37**
(0.14) (0.13) (0.13) (0.15) (0.12)
Population -0.058 -0.032 -0.034 -0.086 -0.032
(0.059) (0.042) (0.042) (0.046) (0.039)
Opportunity cost -0.7¢ -0.58 -0.60 -0.27 -0.70
(0.29) (0.36) (0.37) (0.45) (0.27)
Oil exports 7.75 5.63** 5.39**  6.35"* 4.08**
(2.58) (1.42) (1.43) (2.70) (1.23)
Currency crisis -0.032 -0.13 -0.15 -0.10 -0.17
(0.12) (0.15) (0.15) (0.15) (0.14)
Regime 1 0.26 0.025 0.038 0.33 -0.12
(0.17) (0.42) (0.36) (0.22) (0.22)
Regime 2 -0.10 0.032 0.044 0.26 -0.031
(0.16) (0.14) (0.14) (0.14) (0.12)
Regime 3 0.019 0.091 0.084 0:32 -0.0022
(0.15) (0.13) (0.13) (0.13) (0.112)
GDP per capita -0.055 -0.12  -0.12 -0.19* -0.171
(0.071) (0.066) (0.066) (0.061) (0.055)
Banking crisis -0.091 0.033 0.049 -0.090 0.055
(0.12) (0.094) (0.092) (0.13) (0.076)
Broad money 0.57* 0.59** 0.57**  0.54** 0.50**
(0.16) (0.13) (0.13) (0.12) (0.10)
Fin. open. (KAOPEN) 0.063
(0.041)
Constant -0.67 -0.32 -0.39 0.011 -0.44
(0.72) (0.64) (0.64) (0.60) (0.50)
N 566 758 803 1248 1055
R? 0.32 0.31 0.30 0.34 0.28
F 10.5 9.07 8.99 6.61 12.1

Note: Robust standard errors clustered by country in parentheses
Significant at * 10%, ** 5% and *** 1%. Starting from the finaradly closed (KAOPEN below -1)
subsample and adding obs., see the main text. EmDev - ergé&tgireloping countries subsample.
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Table A.10: Recursive Estimates by Total Reserves on GDRrfthe Lowest FXR

Below 16pct Below 27pct Below 45pct All Up to 2007
Trade openness 0.092 031 0.427** 0.5 0.54**
(0.18) (0.16) (0.15) (0.15) (0.15)
Population -0.095 -0.083 -0.064 -0.082 -0.073
(0.052) (0.049) (0.047) (0.048) (0.052)
Opportunity cost -0.078 -0.25 -0.28 -0.26 -0.48
(0.38) (0.39) (0.41) (0.45) (0.40)
Oil exports 4.43 412 5.02 6.36"* 5.09*
(2.62) (2.53) (2.58) (2.70) (2.28)
Currency crisis -0.0013 -0.052 -0.064 -0.090 -0.094
(0.14) (0.15) (0.14) (0.15) (0.16)
Regime 1 0.038 0.17 0.30 0.33 0737
(0.31) (0.22) (0.23) (0.22) (0.20)
Regime 2 0.065 0.13 0.19 0.28 0.18
(0.13) (0.12) (0.12) (0.13) (0.14)
Regime 3 0.082 0.22 0.27* 0.33* 0.16
(0.13) (0.12) (0.12) (0.14) (0.13)
Fin. open. (KAOPEN) 0.039 0.035 0.036 0.017 0.042
(0.048) (0.043) (0.042) (0.045) (0.053)
GDP per capita -0.10 -0.13 -0.18** -0.19**  -0.20"**
(0.080) (0.069) (0.062) (0.060) (0.064)
Banking crisis -0.16 -0.021 -0.0027 -0.087 0.16
(0.17) (0.14) (0.13) (0.13) (0.14)
Broad money -0.017 0.23 0.39 0.54** 0.45**
(0.19) (0.15) (0.13) (0.12) (0.13)
Constant -1.51 -0.79 -0.29 0.033 0.069
(0.87) (0.69) (0.61) (0.60) (0.63)
N 712 1034 1149 1247 831
R? 0.15 0.18 0.25 0.34 0.33
F 1.01 2.43 4.59 6.80 6.08

Note: Robust standard errors clustered by country in parentheses
Significant at * 10%, ** 5% and *** 1%. Starting from the sma#serve holders (FXR less than

16pct) subsample and adding obs., see the main text. Up -22hsample for 1999-2006.
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Table A.11: Different Model Specifications

Pooled OLS Between CFE CTFE Instrum
GDP per capita -0.21* -0.16 0.10 -0.077 -0.20*
(0.061) (0.071) (0.20) (0.26) (0.063)
Trade openness 0.48 0.38*  0.37* 0.48* 0.42*
(0.15) (0.16) (0.14) (0.14) (0.16)
Population -0.1¢r -0.11*  1.24* 0.68 -0.11*
(0.051) (0.049) (0.55) (0.55) (0.053)
Opportunity cost -0.26 0.15 -0.93 -1.01* -0.31
(0.38) (0.75) (0.26) (0.28) (0.49)
Oil exports 7.13% 6.68* 6.36 8.37 7.83*
(1.87) (2.73) (5.71) (5.27) (1.76)
Currency crisis -0.11 -1.09 0.019 0.0084 -0.25
(0.13) (1.64) (0.092) (0.085) (0.22)
Regime 1 0.45 0.79* -1.74 -1.77 0.47
(0.23) (0.34) (1.112) (1.22) (0.27)
Regime 2 0.36* 0.60** -0.10 -0.092 0.43*
(0.14) (0.22)  (0.089) (0.089) (0.16)
Regime 3 0.36 0.69**  -0.027 -0.024 0.46*
(0.14) (0.25) (0.068) (0.067) (0.16)
Fin. open. (KAOPEN) 0.019 0.017 0.018 0.017 -0.0066
(0.045) (0.050) (0.044) (0.045) (0.046)
Not advanced IT 0.47* 0.69** 0.023 -0.023 0.43*
(0.14) (0.22)  (0.086) (0.087) (0.15)
Broad money 0.57* 0.57* 045"  0.31* 0.59**
(0.12) (0.14) (0.14) (0.15) (0.13)
Banking crisis -0.042 -0.64 0.046 0.034 -0.17
(0.12) (0.60) (0.068) (0.064) (0.19)
Constant 0.13 -0.56 511 251 0.0077
(0.59) (0.72) (2.06) (2.56) (0.62)
N 1247 1247 1247 1247 936
R? 0.37 0.47 0.26 0.29 0.36
F 7.45 6.19 9.20 12.9 6.54
Hansen test (p-value) 0.12
Endogeneity test (p-value) 0.13

Note: Clustered by country if possible, otherwise robust s.gniicant at * 10%, ** 5% and *** 1%.

CFE - Country Fixed Effects, CTFE - Country and Time Fixeeeff For Between/CFE/CTFE

estimation between/within R-sq reported.

The Hansen test is a test of overidentifying restrictionthwill hypothesis that the model is correctly specified.
Endogeneity test is a Hausman-Wu test for endogeneity wémutll hypothesis that a variable can be treated
as exogeneous in the model.
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Table A.12: Determinants for a Cross Section of 104 Coungjd999-2010

Dilution Prior Uniform Prior
Posterior  Posterior Posterior Posterior Posterior Pioster

Variable Inclusion Mean Standard  Inclusion Mean Standard

Probability Errors  Probability Errors
Trade openness 0.99 0.70 0.17 0.98 0.66 0.19
Broad money 0.60 0.23 0.24 0.79 0.35 0.24
GDP per capita 0.48 -0.08 0.10 0.66 -0.12 0.11
Oil exports 0.34 1.87 3.22 0.48 3.06 3.85
Banking crisis 0.31 -0.36 0.63 0.29 -0.30 0.59
Non adv IT 0.24 0.10 0.23 0.37 0.19 0.31
Regime 2 0.19 0.06 0.18 0.26 0.10 0.23
Population 0.19 -0.02 0.04 0.38 -0.04 0.06
Regime 3 0.18 0.07 0.20 0.25 0.11 0.25
FAL 0.12 -0.02 0.07 0.18 -0.03 0.08
Regime 1 0.12 0.04 0.19 0.17 0.08 0.26
IT dummy 0.12 -0.03 0.13 0.18 -0.05 0.18
Currency crisis 0.11 -0.13 0.68 0.11 -0.12 0.65
ER volatility 0.09 0.00 0.02 0.10 0.00 0.02
Public debt 0.09 0.00 0.04 0.12 0.00 0.05
KAOPEN 0.08 0.00 0.02 0.11 0.00 0.02
Emerging markets 0.08 0.00 0.06 0.12 -0.01 0.09
Opportunity cost 0.08 -0.01 0.22 0.10 0.00 0.25
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