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Abstract

This paper investigates the short-run and long4rapact of the determinants of nominal
exchange rate volatility in three Latin Americanuntries during the period 1979-2009. We
estimate a multivariate GARCH model and includedbeariances of those determinants, which
have been ignored in the prior relevant literaturecombination with the role of financial
openness and alternative exchange rate regimesfindethat nominal variability, namely
variability in the money supply and inflation, eapls exchange rate volatility. Output variations
are found to be important as well, but only in flog countries. Financial openness seems to
affect significantly the volatility of nominal exahge rate in all countries under examination.
Finally, flexible exchange rate regimes tend toease exchange rate volatility only in fixed and

floating countries.
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1. Introduction

An important challenge to exchange rate theorhésdolution to the puzzle that exchange
rates are less volatile in more financially opearemnies. However, there is no uniform solution
to this puzzle. On one hand, more open economiektte have mean-reverting exchange rates,
implying less volatility (Hau, 2002; Bleaney, 2008yhile, on the other hand, more open
countries nay exhibit greater exchange rate vdla{ihmor, 2008). Moreover, there is a great
disagreement in the finance literature about thealer of nominal exchange rate volatility
under alternative exchange rate arrangements. FloddRose (1995) highlight empirically a
positive link between exchange rate volatility dleible exchange rate regimes while Valachy
and Kocenda (2003) provide either positive or niggalink according to the countries under
investigation. Friedman (1953) argues that excharaje volatility cannot be reduced by
switching from floating to fixed exchange rates.slly there is a strand of literature that
supports that the stabilization of exchange ratey fpe achieved through macroeconomic
stability (Morana, 2009; Devereux and Lane 2003)levibther studies suggest the opposite
(Friedman, 1953; Flood and Rose, 1995).

The majority of the existing literature investigatbe effects of exchange rate volatility on a
number of macroeconomic variables, e.g. trade (BanthCaglayan, 2009). However, there is a
lack of studies examining the determinants of emgearate volatility. Methodologically, the
volatility of macroeconomic aggregates has beenputed using the standard deviation or
variance of the aggregate (Flood and Rose, 1996, P202) while the conditional volatility has
been captured by ARCH and GARCH models (StanciRp20uarte et al., 2008). However, all
of these studies neither focus on the specifica$edeterminants of nominal exchange rate
volatility as a whole nor incorporate the covaresof the potential determinants of exchange
rate volatility in their investigation. It is pabke that the combination of changes in two
macroeconomic variables could impact on the vatatdf exchange rate. This combination or
co-movement of the variables is captured by thelitimmal covariance terms, which we also
take into consideration in our model. Furtherm@a@ne of the aforementioned studies explore
the volatility of exchange rate in a panel of coies®, and not each country individually.

Therefore, the contribution of the present papalaosg several lines: First, we examine the
impact of output and monetary volatility determiteaion nominal exchange rate volatility.



Second, we incorporate in the group of exchange valatility determinants the covariances of
shocks to variables that we consider important angh rate volatility determinantsThird, we
estimate multivariate GARCH models in order to capthe volatility. More specifically, in this
paper we purport to provide empirical evidenceh®f tleterminants of nominal exchange rate
variability for three Latin American countries, naijmArgentina, Bolivia, and Chile.

The selection of these countries is based on tbhamge rate regime that these countries
exhibited most of the time. Argentina is charaeedli as a fixed exchange rate regime country,
Bolivia as intermediate and Chile as floatihgmong the determinants, we include important
domestic macroeconomic variables and internationlrlences, captured by financial openness,
proxied as deviation from the Uncovered InteresttP&UIP), and the exchange rate regime.
Lastly, the inclusion of the covariances is consdeof great importance because it can capture
the joint effect of shocks to specific macroeconowariables on exchange rate volatility.

To measure volatility, we estimate an Autoregresghsymmetric Diagonal BEKK (AR-
AS-DiagBEKK), a type of a multivariate GARCH mod#&lle estimate the Diagonal BEKK in
order to avoid computational difficulties of joiptestimating all model parameters in the first
stage. Further, we estimate a reduced-form mode&xohange rate volatility and in order to
address short-run causality issues we conduct @razagsality tests. Lastly, the computation of
the long-run effects of the determinants of excleargfe volatility is addressed following a
variant of the approach of Grier and Smallwood @00

The remainder of the paper proceeds as followsti®@e@ presents the determinants of
exchange rate volatility concerning the relatiopsamong the variables of interest. Section 3
describes the econometric model and methodologposexr. Section 4 discusses the data.
Section 5 presents the empirical results. Sectiogp6brts the main conclusions and draws some
policy implications.

! High inflation in Latin American countries stimtgal the specific set of included covariances inntioelel.

2 The classification is according to Reinhart andj&tb(2002).

% Financial openness is considered a more direerm@ant of exchange rate volatility since the effef capital

transactions does not take long to be absorbedleTopenness is, in principal, included as determtjnlaut it

proved insignificant and thus it is removed frore thodel. The insignificance may be due to non-litiea in the

relationship unable to be captured by our modédbewause of the fact that the effects of trade opsnre not
observed immediately.



2. Deter minants of Exchange Rate Volatility
2.1. The effect of output volatility on exchange rate volatility

The effect of output volatility on exchange ratdaiity is ambiguous from a theoretical
point of view. An increase in domestic output, @iy an increase in government spending,
leads to an increase in imports causing the exeheatg to increase (depreciation). According to
Friedman’s (1953) perspective, exchange rate ilgyaimay be a symptom of macroeconomic
instability concluding that there is a positiveatednship between exchange rate volatility and
macroeconomic volatility. However, Friedman clainthat it is possible for higher
macroeconomic volatility to lead to lower exchangse volatility. This effect may be
insignificant according to Morana (2009) in the sehat countries that do not heavily depend

on foreign trade suffer less, if any at all, frocfuations in the exchange réte.
2.2. The effect of monetary policy volatility on exchange rate volatility

A shock in money supply is positively associatethveixchange rate volatility. This can be
due to nominal devaluations or/and increases irepr{Carrera and Vuletin, 2002). The positive
relationship is also supported by Morana (2009),Haufinds also a negative relationship in one
country of his sample. Calderon (2004) finds thgh@ér money supply volatility leads to higher
exchange rate volatility, while Amor (2008) argudmt the aforementioned effect is not
significant in a sample of developing countries.

With respect to inflation volatility, the literat provides mixed results. Under high (low)
inflation, central banks raise (lower) interesestausing an appreciation (depreciation) of the
currency. Therefore the impact of inflation voldgilon exchange rate volatility can be either
positive or negative depending on the central mgkal. Besides, there is evidence (Edwards,
1993)that countries that suffer from hyperinflation niag characterized by increased exchange

rate volatility in their attempt to stabilize infian.

* The insignificance of this impact is also confidney Flood and Rose (1995), who claim that macroewuc
volatility is not an important source of exchangeervolatility.
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2.3. The effect of financial openness on exchange rate volatility

The relationship between financial openness antiage rate volatility is expected to be
ambiguous. Dornbusch (1976) argues that freely aijmgy foreign exchange rate markets
(perfect capital mobility) may lead to overshootinghominal exchange rates in the presence of
nominal shocks and hence causing an increase iraege rate volatility. However, evidence on
emerging countries (Kose et al., 2006) reveals dlgithg financial globalization the degree of
risk sharing has increased decreasing the relatimeumption volatility for the countries having
more significant financial flows. Therefore, motieaincial integration leads to a decrease in

exchange rate volatility (Hau, 2002; Devereux aadd, 2003).
2.4. The effect of exchange rate regimes on exchange rate volatility

Regarding the impact of various exchange rate regiwe consider in the present study on
the exchange rate volatility, the literature pr@gdivergent evidence. According to Friedman
(1953), systemic volatility of exchange rate canbet reduced by changing exchange rate
regimes. However, Mussa (1986), Eichengreen (1988dd and Rose (1995) argue that flexible
exchange rates are more volatile than fixed. Instrae line, Carrera and Vuletin (2002) point to
a positive relationship of intermediate (and fixe®change rate regime and exchange rate
volatility, while Valaschy and Kocenda (2003) claitimat a floating regime contributes to
increased or decreased exchange rate volatilityrelrt to the sample of countries.

The above analysis provides a guideline of the ebepke effects of the aforementioned
factors on nominal exchange rate volatility basadeoonomic theory. However, we perform a
short-run and long-run analysis of the determinaftexchange rate volatility which highly

depends on the sample size, the time period andathdength of the explanatory factors.

® To define the type of exchange rate regime thitshim a country is a difficult task since the annoed (de jure)
regime is different from the actual (de facto) omeking into account the de facto classificationres€hange rate
regimes presented in Levy-Yeyati and Sturzenegge0q) and Reinhart and Rogoff (2002) one can desive
overall classification of exchange rate regimestb60o(2002) defines three categories of exchange sgstems:
fixed or hard pegs (dollarization, currency uniamsl currency boards), intermediate regimes (fixeddajustable
pegs, crawling pegs and crawling bands) and flgategimes (managed floats and free floats). Défing on

exchange rate regimes can be found analyticallytarnational Monetary Fund (IMF) Annual Report Baage

Rate Arrangements and Anchors of Monetary Poli&0(3.



Therefore, we cannot provide a priori expectatiohshe sign of the effects on exchange rate

volatility and the effects may appear to be ambiguio the short- and long run.

3. Modél Specification
3.1. Moddling Volatility

To model conditional variances and covariances stienate a multivariate GARCH model.
We have chosen to estimate a BEKK model (Englekander, 1995) because it ensures that the
conditional variance-covariance matrix is alwaysifiee definite. However, there are several
specifications for multivariate GARCH modé&laVe estimate the Diagonal BEKK in order to
avoid computational difficulties of jointly estimiag all model parameters in the first stdge.
Further, we include Autoregressive (AR) terms imlesrto account for autocorrelation. The
introduction of asymmetric terms is of great imparte in order to take into account “bad” or
“good” news that affect the conditional varianceha# variables under investigation.

We present the Autoregressive-Asymmetric-DiagonBKR (AR-AS-DiagBEKK) model
as it is used for the computation of the conditioraiance (or/and covariance) of the variables
under investigation. To illustrate this we presknir variables of interest, that is, (i) nominal
exchange rate (XR), (ii) output (IPI), (iii) moneypply (M1) and (iv) inflation (INF) (i.e.,
system of four conditional mean equations) and simaple GARCH(1,1) model for the
conditional variance because according to the edlditerature it explains volatility in a
satisfactory way.

The selection of the aforementioned variables sedaon the monetarist model of Mussa
(1976) and Frenkel (1976) and justified in the tietioal work of Obstfeld and Rogoff (1996)
who consider that the exchange rate is affectedhley monetary policy and output of the

domestic and foreign economy, under different agdioms. In addition, Driskill and

® A common specification of multivariate GARCH masiés the VECH model introduced by Bollerslev et al.
(1988). As the number of variables employed inrtiael increases, the estimation of this model seafeasible
since a large number of parameters are neededdstimeated. For this reason, Bollerslev et al. 8)98stricted the
conditional variance-covariance matrix by assuntiveg matrices of ARCH and GARCH coefficients aragdinal.
Other specifications of multivariate GARCH modelsclude the Constant Conditional Correlation (CCC)
specification (Bollerslev, 1990) and the Dynamim@itional Correlation (DCC) mod€Engle, 2002; Tse and Tsui,
2002). An analytical survey of multivariate GARCHbdels can be found in Bauwen et al. (2006).

" EVIEWS 6 has been used for the estimation of BEKKdels and there is the restriction of estimating t
Diagonal form of multivariate GARCH models.



McCafferty (1980) and Flood and Rose (1999) suppimet validity of output and monetary
policy variables as determinants of exchange rditdevisrydaki and Fountas (2009), extending
the previous works, introduce the role of seleatedariances, apart from monetary and real
shocks, as determinants of exchange rate volatility

The conditional mean equation is specified as:

_ p
Yo=pu+d TYa+e, &l¢n~(0H,) 1)
where,Y, u ande are 4x1 vectors of dependent variables, intercaptsthe innovation vector,
respectively;i denotes the autoregressive term of each dependdable. It is mentioned that
each dependent variable is regressed only ongggethvalues and not on the lagged values of all

dependent variables.

The conditional variance equation is given by:

H =CoCo+ Aug gL Ayt BiH B #D 1§ & D, 2)
where C,, A,, B,;, D;, are 4x4 matrices of parametedd, is a 4x4 conditional variance-
covariance matrix and, is a 4x1 vector which accounts for asymmetrieshi conditional
variance-covariance matrix. More specificall§j, represents the effect of bad news on the

conditional variance of the variables. We assuna¢ lad news in terms of nominal exchange
rate, money supply and inflation are considereddrighan expected magnitudes and, hence,
correspond to a positive residual. On the othedhese assume that bad news in terms of output

correspond to lower than expected levels and, hdead to a negative residual. In our model

Exer Eunand &y, is max(gyg, .0, max(e,,, .0 and max(&,., .0, respectively, reflecting

the positive innovations (bad news) on the spewditables;é, , is min(a,-“IPI ¢ ,O) indicating the

negative innovations on the particular variablee Tpositive definiteness of the covariance

matrix is ensured because of the quadratic natutleeaterms on the right hand side of equation

(2). Matrices A, B},, D;, are diagonal by definition, whil€; is an upper triangular matrix.

8 Under the assumption that the error terms folldwe Multivariate Student’s t conditional distributiothe
parameters of the multivariate GARCH model candigrated by maximizing the log likelihood function:

Lo = Tlog{(T (v-+m) 207 /()T (v/2)(v - 274 -4 zf;{log(lHtl)+(v+m)log[ M /v - 2]

wherem is the number of conditional mean equations,\aisdhe estimated degrees of freedom wathy < o .
Laurent and Peters (2002) provide details on thdikelihood functions of multivariate GARCH models



3.2. Reduced-Form Moded

Having derived the conditional variance vectorsnfrdiagonal BEKK models and
computed the moving covariance of the selectedhlobas, our final step consists of estimating
the impact of the volatilities as well as of (sédeh) covariances of domestic macroeconomic
variables on nominal exchange rate volatility farey country in our sampfe.Financial
openness and exchange rate regimes are also idcindde model. To assess the impact of
every regressor on exchange rate volatility, weya@panger-causality tests.

Equation (3) below regresses the volatility of noahiexchange rate on the lagged values of

the volatilities @) of nominal exchange rate, output, money supply iafiation, the lags of
two covariancesdov): money supply and inflation, and output and itdia, the lagged values
of financial opennesg¢FO) and intermediate and floating exchange rate regiumemies,
(REG_INTERM, REG_FLOATING) letting the fixed exchange rate regime be thereeiee
group. We select the specific covariances becauaen LAmerican countries exhibited
hyperinflation for part of our sample and it isgreat interest to examine the impact of the co-
movement of inflation with the selected macroecoitorariables on exchange rate volatility. In
addition, we do not include a trade openness Mariat specification (3), because it is
statistically insignificant in all cases. Its exsilon enhances the statistical significance of & r

of the regressors.

P

2 _ 2 2 2 2

JXR,t =C+ Z{ﬂpaxm—p + @palm t-p + %pJM 1t-p + ¢4pU|NF -p +¢Ep Fot—p
p=1

+@ ,cov(M 1,INF)t_p +¢,,cov(IPI ,INF)t_p +@REG _ INTERM, (3)
+@REG _FLOATING} +¢,

where g, is the coefficient of theth variable forp lags ande, is the error term. A regressor in

equation (3) does not Granger cause exchange wmggility when ¢, =...=¢, =0 where
i=2,...,7. To test these hypotheses a Wald test is condactddve use the heteroskedasticity

and correlation consistent standard errors suggdstdNewey and West (1987). It is noted that
this model is not subject to the generated regressitique advanced by Pagan (1984), as in

equation (4) we include the lagged variance anduwance terms, and not the contemporaneous

° For the theoretical justification of the selectiohthe covariances included in equation (4), segd&ki and
Fountas (2009).



ones. In addition, we include lagged values ofrftial openness in order to avoid endogeneity
as the specific independent variable is correlaiigl the dependent one by constructi®n.

Prior to our estimation, we undertake the followstgps: (i) check for stationarity of the
data and discussion of the descriptive statist(@}, test for heteroskedasticity, and (iii)
specification tests on the estimated BEKK modelesE steps, together with the description of

our variables and their sources, are presentdteinéxt section.
4. Data and Estimation of Volatilities
4.1. Data

To model exchange rate volatility we compute th&atidies of the following seasonally
adjusted variables: (i) Nominal Exchange Rate (X\RE use the official rate, the market rate
and the principal rate defined as the number ofddiars per unit of domestic currency for
Argentina, Bolivia and Chile, respectively; (i) @ut (Industrial Production Index, IPI): We
collect data on crude petroleum production indedde oil production index and manufacturing
production index for Argentina, Bolivia and Chitespectively, as a proxy of output; (iii) Money
supply (M1): Money base has been used as a praxynémey supply for all countries; (iv)
Inflation (INF): We use the percentage change afisamer price index (CPI); (v) Trade
Openness (TR): We compute the ratio of importsf(cand exports (f.0.b.) over IPI as a proxy
of trade openness; (vi) Financial Openness (FO):cdfestruct the deviation from Uncovered
Interest Parity (UIP), which accounts for countigkr premium due to capital controls,
international differences in the tax treatmentruéiest income and risk-averse investotshe

mathematical expression for the proxy of financial openness is:

FO=i-i"-((XR - XR_,)/XR_,), where i and i’ represent short-term interest rates in the

domestic (Latin American) countries and the U.®&spectively; XR and XR_, reflect the

19 We also account for structural breaks in each @wyn These breaks refer to outliers in nominal exge rate
volatility and financial openness. Some of the ietdl may be affected by the liberalization of calpitccounts. The
date of liberalization account for Argentina, Badivand Chile is November 1989, January 1990 andafgr992,

respectively. De jure liberalization dates of calp#@ccounts for emerging economies can be foundlper et al.

(2007). The liberalization of capital accounts imsidered by the measure of financial opennessatbantroduce
(deviation from UIP) and thus an inclusion of a dayreflecting that liberalization is not necessary.

" The same proxy for financial variable is also uiseGoh et al. (2006).



nominal exchange rate in current period and previme, respectivef{?. We use data of money
market rate for Argentina and deposit rate for #aliand Chile as a proxy for domestic interest
rate, while federal funds rate is used for the U(®ii) Regimes (REG): We construct two
dummy variables for the three exchange rate regiiftes dummy for the fixed regime takes the
value one for the period that countries were opegainder fixed exchange rate regime and zero
otherwise. In the same way, the other exchangaegtme dummy is constructed.

The corresponding data for all aforementioned e are retrieved from IMF (2009)
except for the data for exchange rate regime ¢leaon that are obtained from Levy-Yeyati
and Sturzenegger (2005), Bubula and Otker-Robe2(2@8d IMF Annual Report Exchange
Rate Arrangements and Anchors of Monetary Polidye Three countries in our sample are
representative of fixed exchange rate regimes (#tnga), intermediate (Bolivia) and flexible
(Chile). The classification of the countries acaéongdto their exchange rate regime is found in
Corbo (2002). The empirical analysis employs seadpradjusted monthly data for the period
1979:01-2009:05 and the starting point of the sangkelected according to the availability of

the data for the countries under investigation.
4.2. Prdiminary Tests

The next step of our analysis involves the exanonadf the stationarity property in our
data. The findings reveal that XR, IPl, M1 and Tk &1) and INF and FO are 1(0) in all
countriest* Exceptions are INF and TR which turn out to bg Htd 1(0) in Chile and Bolivia,
respectively. According to the four unit root tests use the first difference of the logs (except

for FO) of all variables apart from INF for whichewise its level. Moreover, all the stationary

2 The negative effect corresponds to a positive sigthe coefficient of our measure of financialeigtation. An
increased (decreased) level of capital mobilitassociated with smaller (larger) deviations froniP UThe more
mobile capital is, the more substitutable finan@akets are, and the more difficult it is for ardopto set its
interest rate independently of world interest rates

13 The exact periods of implementation of the threghange rate regimes in the three Latin Americamuies can
be provided upon request.

14 We apply the following stationarity tests to thegs of our variables (apart from INF): (i) Generall Least
Squares (GLS)-detrended Dickey-Fuller (DF-GLS)i¢Elet al., 1996), (i) Ng-Perron (NP) (Ng and Rerr2001),
(iif) Augmented Dickey-Fuller (ADF) (Dickey and Rat, 1979) and (iv) Phillips and Perron (PP) (Rl and
Perron, 1988). For tests (i) and (iii)) the selettaf the number of lags in the test equations m@ting to the
Schwartz Information Criterion (SICFor tests (ii) and (iv) the lag length has beereded by the Spectral GLS-
detrended AR estimator based on SIC and the kbas#d estimator of the frequency zero spectrunghwibibased
on a weighted sum of the covariances, respectiVietystationarity is tested at 5% significance levad the time
trend has been taken into account in the test Emualhe unit root test results are not reported dpace
considerations but can be provided upon request.
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series are non-normally distributed according ® dlscriptive statistics, in all countries. Thus,
the estimation of BEKK models assuming multivariatéstributed errors is suggestéd.

Having removed the unit root from the variables,awifollows is the examination of
clustering volatility (the presence of ARCH effgats any form of heteroskedasticity. To do so,
we apply the ARCH Lagrange Multiplier (ARCH-LM) teand the White (1980) test in the cases
that ARCH-LM is not sufficient to detect heterosésticity® The estimated mean equation for
each variable includes a number of lags of theesponding variable in order for autocorrelation
to be corrected. The results are shown in Table 1.

[Table 1 HERE]

In Argentina, IPI and INF appear to support thespree of clustering volatility at 1% and
M1 at 5% significance level. With respect to XRexhibits heteroskedasticity according to the
White test at 5%. In Bolivia, all variables are @werized by ARCH effects at 1% or 5%
significance levels. Lastly, all variables in Chélee volatility clustered at 1% significance level,

except of the exchange rate which is at 5%.
4.3. Specification Tests and Residual Diagnostics of Diagonal BEKK Models

Our next step proceeds with the estimation of tfegy@nal BEKK model as it is described in
equations (1) and (2). To account for possible @rtelation, we use AR terms in all variables
in the Diagonal BEKK conditional mean equation ¢desng 1 to 12 lags. The selection of the
best model is based on the residual propertieshagemaining autocorrelation and remaining
GARCH effects. Taking into account the residualpemties of all 36 estimated models, we end
up estimating an AR)-AS-DiagBEKK model, wherep=9 for Argentina andp=11 for
Bolivia and Chile. Table 2 reports the specificati@sts for the three AR-AS-DiagBEKK

models in order to ensure that models fit the datth

[Table 2 HERE]

15 The considered descriptive statistics includentiean, the coefficient of variation, skewness, lsist@and Jarque-
Bera statistics. Their values are not reportedgfarce considerations and can be provided uponseque

% The complexity of many economic time series gemesraon-linear dynamics that make classical ecotrame
techniques to fail (Kyrtsou, 2005, 2008).
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The results of Table hdicate that in all models the matrices of ARCHI 8&@ARCH and

asymmetric terms are jointly significant at 1% gligance level. The joint significance of the
diagonal elements ofy,, B}, and D;, implies that shocks to monetary variables and tpuiy

as well as, to the exchange rate combined withr thaatilities, tend to influence with a lag

nominal exchange rate volatility. In addition, floant statistical significance of the asymmetric
terms, indicated by the joint significance of thiagibnal elements oD;,, implies that the

conditional variance of nominal exchange rate asddeterminants is affected by “bad” or
“good” news. This is the case for the three coestdf our sample.

In addition, we test for joint significance of thevariances of the determinants of nominal
exchange rate volatility in the three models. Wed fithat in no case the covariances are
statistically significant. Therefore, we compute tiwelve-period moving covariance, as we are
working with monthly data.

The next step is to provide residual diagnostiastii@ three Diagonal BEKK models in
order to test for remaining autocorrelation and ARE€ffects. The tests are conducted at 1%

significance level and Table 3 reports the results.
[Table 3 HERE]

In order to test for remaining autocorrelation, eedculate the Ljung-Box Q-statistic of the
standardized residuals for two lag lengths, 6 éhdCbnducting the test at 1% significance level,
we find that in two out of three Diagonal BEKK mdslécases of Argentina and Bolivia) none of
the variables included exhibits remaining autodati@n, since the Q-statistic is not statistically
significant.In the third one (Chile), inflation appears to déihremaining autocorrelation along
12 lags. Moreover, in order to detect any remaimiRCH effects we compute the squared
standardized residuals. The Q-statistic is notissiEdlly significant failing to reject the null
hypothesis of no remaining ARCH effects along the lag lengths in Argentina and Bolivia.

17 Other AR-AS-DiagBEKK specifications up to 18 lagsre tried in order to remove remaining autocotiata
and ARCH effects, but without success.
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5. Results
5.1 Short-Run Effects

We can now provide the short-run effects on nomexahange rate volatility for Argentina,
Bolivia and Chile. Table 4 reports the short-rufeets along 6, 12 and 18 lags (up to one-and-a-
half years). We take into account the aforementidag lengths because the effects on exchange
rate volatility take very short time to materializs compared for example with the effects on
output volatility.

[Table 4 HERE]

Our results show that there is a negative, bugmscant, effect of output volatility on
exchange rate volatility in Argentina and Boliviedng all lag lengths). The insignificance of
this effect is in line with Morana (2009) and Fmean’'s view (1953). However, output
variability is found to have a positive and sigesfint impact on exchange rate volatility in Chile
(along all lag lengths). This effect is confirmegl Briedman (1953) where output volatility
amplifies exchange rate volatility.

Regarding the effect of money volatility, findingsveal that there is a negative conjunction
in Argentina along 12 and 18 lags and in Chile s&rb8 lags. However, the effect is positive in
Argentina along 6 lags and insignificant in Bolivighe insignificant effect is in line with Amor
(2008) while the positive one is confirmed by Catote(2004). The negative effect is associated
with increased interest rates which lead to a dseréen money supply and therefore a decrease
in exchange rate volatility (Carrera and Vuletif02).

Continuing with the effect of inflation volatilityve detect that there is a positive and
significant impact on nominal exchange rate vatgtin almost all cases apart from Argentina
(18 lags) and Chile (6 and 12 lags). These resn#tonsistent with the aforementioned studies
of Morana (2009) and Friedman (1953). Accordingoto findings an increase of inflation
volatility inflation leads to a very small increaiseexchange rate volatility in Argentina, Bolivia
and Chile.

Commenting on the effect of financial opennessregort a negative association (the sign
of the corresponding coefficient is positive) wekchange rate variability across all countries

and lag lengths. The only exception is the cadgotizia in which the effect is positive (negative
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coefficient) along 6 lags at 15% significance leaetl insignificant along 18 lags. The sign and
significance of the effect agrees with Kose et (2006) and Devereux and Lane (2003).
However, the magnitude of the effect is extremehalt in the cases of Argentina and Chile. A
possible explanation is that what matters is thgreke of capital account liberalization. Since
financial openness is associated with the degreamfal account liberalization, a low degree of
capital mobility may reflect a small impact of fimaal openness on exchange rate volatility
while a high degree may result in a large impaah@minal exchange rate volatility.

Regarding the covariances of money supply andtioflfaand output and inflation, they are
found to be overall statistically significant acsasuntries. More specifically, the covariance of
money supply and inflation is found to be stataticsignificant in Chile along 18 lags while in
Argentina and Bolivia it is significant along alid lengths® The effect of the covariance of
money supply and inflation is expected to be eithesitive or negative. The reasoning is that
higher inflation causes an increase in interestsrd¢ading to increased capital inflows and
appreciated exchange rate (exchange rate decre@seshe other hand, higher money supply
pushes interest rates down and the domestic cyrrdapreciates (exchange rate increases).
Given the positive relationship between exchange aad exchange rate volatility, the sign of
the effect of the covariance on exchange rate iNibJatiepends on whether the change in
inflation or in money supply dominates (Grydaki d&alintas 2009) According to the findings,

a negative effect holds in Argentina and Bolivial8tlags, while the positive impact is valid in
the remaining lags of Argentina and Bolivia whildolds for all lags in Chile.

The same holds for the determination of the sigthefcovariance of output and inflation.
Regarding the effect of the covariance of outpu arlation, we find ambiguous results for
Argentina and Chile while we provide a negative actpof the covariance on nominal exchange
rate volatility for Bolivia. However, along the sifjcant coefficients in each case there is
consistency in sign. The impact is positive in Aryea and Chile along 6 and 18 (at 15%
significance level) lags, respectively, while itrisgative in Bolivia (6, 12 lags). An increase in
inflation is associated with a decrease in outpdich in turn increases exports leading to an
improvement of trade balance making exchange catie¢rease (exchange rate appreciates). An
exogenous increase in output increases importsnigdd a deterioration of trade balance, and

hence, to increase of exchange rate (exchangeleateciates). Given the positive relationship

18 The covariance is significant in Argentina at 18nificance level along 12 lags.
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between exchange rate and exchange rate volathigysign of the effect of the covariance on
exchange rate volatility depends on whether theng®ain inflation or in output prevails
(Grydaki and Fountas 2009).

Finally, regarding the impact of intermediate aluhting exchange rate regimes, we detect
that under intermediate and floating exchange raggmes nominal exchange rate volatility
tends to increase more than under fixed regimergedtina and Chile, while in Bolivia such
effect is insignificant. The increased exchange ratlatility under intermediate and floating
exchange rate regimes is consistent with FloodRwsE (1995) while the insignificant effect of
the aforementioned regimes compared to fixed idimoad by Friedman (1953) who suggests

that exchange rate volatility cannot be reducedvayching exchange rate regimes.
5.2. Long-Run Effects

As we find ambiguous short-run effects for at lease determinant of exchange rate
volatility (e.g. money supply volatility) for at &st one country of the sample (Argentina), we
next examine the long-run causal relationships.fdllew a variant of the approach of Grier and
Smallwood (2007) in order to compute the long-réfeats of the volatility of the determinants

of exchange rate volatilit? These long-run effects are calculated as:

P

>4,

Long Run Effect= —22 g2, (4)

p uj
£
p=1

where g7, denotes the unconditional variance of it regressor, with =2,...,7. When we
compute the long-run effect of the covariances, substitute o7, with the unconditional

covariance cov

Ljj » In equation (4).

In principle, the long-run effect could be mixedhal means that at least one significant lag
length is positive and one negative. According teGand Smallwood (2007) it turns out to be
positive or negative according to the sign of tilgmiicant coefficient that corresponds to the
longest lag. Table 5 reports the long-run effedtthe determinants of nominal exchange rate

volatility in Argentina, Bolivia and Chile.

19 Grier and Smallwood (2007) use the unconditioreidard deviation in formula (4).
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[Table 5 HERE]

With the inclusion of covariances, the volatilityautput impacts positively on the volatility
of nominal exchange rate in the long run for theecaf Chile, while this effect is insignificant in
Argentina and Bolivia. Regarding monetary variaplesoney supply volatility impacts
negatively on nominal exchange rate volatilityhe tases of Argentina and Chile while inflation
volatility impinges apositive effect in Bolivia and Chile. The latterfexft is negative in
Argentina. Lastly, financial openness appears tesnegative effect in Argentina and Bolivia
whereas a positive one in ChifeWith respect to the long-run effect of the seldatevariances
we provide evidence in favor of a negative long-fmpact of the covariance of money supply
and inflation on nominal exchange rate volatilityArgentina and Bolivia. The aforementioned
covariance has a positive effect in Chile. Moreotee covariance of output and inflation affects
positively the volatility of nominal exchange raeall countries.

In comparison with the short-run effects on nomiredchange rate volatility, the
insignificant impact of output volatility in Argeinia and Bolivia and the positive one in Chile is
confirmed both in the short- and long run. The shan impact of money supply volatility is the
same in the long run as well for all countries, levimflation volatility affects positively nominal
exchange rate volatility in the three countriesthe short run. The aforementioned effect is
positive only in Bolivia and Chile, in the long ruhastly, the short-run impact of financial
openness on nominal exchange rate volatility isatiegg in Argentina and Chile, while
ambiguous in Bolivia. The aforementioned effecthe same for Argentina and Bolivia in the
long run, while it appears to be positive in Chifith respect to the covariances, the short-run
effect of the covariance of money supply and irdlatis ambiguous in Argentina and Bolivia
and positive in Chile, while the long-run effectnisgative in Argentina and Bolivia and positive
in Chile. Moreover, the covariance of output andlation is found to have a short-run
ambiguous affect on nominal exchange rate volaititArgentina and Chile, whereas a negative
one in Bolivia. In the long run, the effect is gos in all cases.

Having detected the effects of the determinantsarhinal exchange rate volatility, it is
useful to conduct a comparison with the resultset#ted empirical studies. Our findings support

a positive and significant effect of output volidyilon nominal exchange rate volatility in Chile

% The positive effect in Bolivia is justified fronhe sign of the coefficient with the largest laggedlie (Grier and
Smallwood, 2007).
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while the aforementioned effect is insignificant Amgentina and Bolivia. The positive and
significant result agrees with Morana (2009) fddifferent time period and sample of countries.
Moreover, our empirical evidence shows a significand negative effect of money supply
volatility (Flood and Rose, 1995) in Argentina a@bile, while an insignificant effect holds in
Bolivia. The latter is in line with Bleaney (2008)r a different time period and sample of
countries. Regarding inflation volatility, we firtdat the latter affects significantly and positivel
nominal exchange rate volatility across the thraBn_LAmerican countries of our sample, being
in line with Morana (2009). Furthermore, our finginreveal that the greater the financial
openness in the countries under investigatiorhes,ldwer the nominal exchange rate volatility
appears to be (Duarte et al., 2008). With respee@xthange rate regimes, we find that under
intermediate and floating exchange rate regimesyimal exchange rate volatility exacerbates in
fixed (Argentina) and floating (Chile) countrieddfd and Rose, 1995; Deviatov and Dodonov,
2005; Stancik, 2006).

6. Conclusions

We examine the determinants of nominal exchangewealttility focusing on the volatility
of several macroeconomic variables over the ped®d@9-2009 for three Latin American
countries, Argentina, Bolivia and Chile. Allowingrfthe potential impact of the volatilities of
the determinants of nominal exchange rate vohatiis well as, the impact of the covariances of
these determinants, we estimate (i) an Autoregresdsymmetric Diagonal BEKK model, in
order to capture the volatility of the variableslaninvestigation, and (ii) a reduced-form model,
in order to perform Granger causality tests, intigdhe role of financial integration and the
implementation of alternative exchange rate regimes

Our results are summarized as follows: In the shamt volatility in nominal variables
reflected by changes in money supply and inflagemplains exchange rate volatility in most
countries. Output volatility is found to be impartabut to a lesser extent. This is in line witk th
findings of Blanchard and Simon (2001), who archa thonetary policy stabilizes the economy
better because of transparent policy goals. Howetves inference partially agrees with the
perspective of Flood and Rose (1995) that macramoan volatility is not considered as an
important stabilizer of exchange rates. Finanai&gdration seems to affect quite significantly
the volatility of nominal exchange rate in all cties under examination. Finally, the
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covariances of the selected macroeconomic variaddesn to be significant contributors of
exchange rate volatility in most cases. In the Inmg the picture remains similar, as the nominal
shocks play a dominant role.

Important policy implications arise from the abaesults. The exchange rate stabilization
strategy should include the reduction of inflatiaratility, increased financial openness, and the
correct choice of exchange rate regime. In otherdsjoit seems that fixed exchange rate
countries maintain a fixed regime in order to redmominal exchange rate volatility, while
floating countries is possible to consider the didopof a fixed regime to reduce exchange rate
volatility. For intermediate countries, a switchan alternative exchange rate regime seems not
conducive to curtailing nominal exchange rate vitat The above implications should be

taken with caution since the empirical evidendeaised on a small number of countries.
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Appendix

Table 1: Heter oskedasticity tests ( LM-statistic)

XR IPI M1 INF

Argentina

ARCH LM 7.0248 (12 64.562((12) 23.1028 (12 102.0651 (12
[0.8560] [0.0000] [0.0269] [0.0000]

WHITE 74.713¢
[0.0325]

Bolivia

ARCH LM 48.1154 (1z 12.4976 (4 48.4390 (12 158.7001 (12
[0.0000] [0.0140] [0.0000] [0.000]

Chile

ARCH LM 17.7969 (8 32.5300 (1= 27.5643 (12 119.6169 (12
[0.0228] [0.0011] [0.0064] [0.0000]

Notes: Figures represent the value of LM-stati&libs*R?). The numbers in parentheses and brackets are

the lags for ARCH test and probability values, ezsdely.

---- denote that ARCH LM test is sufficientjtestify the existence of heteroskedasticity.
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Table 2: Specification tests (Chi-square)

Argentina

AR(9)-Asymmetric

Bolivia

AR(11)-Asymmetric

Chile

AR(11)-Asymmetric

No GARCFH

No Asymmetnr

No Covarianc
significance

No GARCF

No Asymmetn

No Covarianc
significance

No GARCFH

No Asymmetn

No Covarianc
significance

H,: a11 = a*zz = (}*33: o e B 11— B 2
Bas = B*44 = 5}11: 522: 3 33— 5 =0
Ho 6;1 = 5k22 = 833_ 5 =0

57504.1!
[0.0000]

61.989:
[0.0000]

3.281¢
[0.7728]

14349.9:
[0.0000]

42.359¢
[0.0000]

2.554
[0.8623]

10890.2.
[0.0000]

38.829;
[0.0000]

5.974:
[0.4261]

Note: Figures and numbers in brackets reflect thkiev of Chi-square statistic and the correspondimmpability value,

respectively.
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Table 3: Residual diagnostics

sXR,t slPl,t le,t sINF,t
Argentina
Q(6) 2.297 1.37¢ 1.05¢ 5.74¢
[0.890] [0.967] [0.983] [0.453]
Q*(6) 0.21¢ 0.74¢ 0.037 9.231
[1.000] [0.993] [1.000] [0.161]
Q(12) 6.65( 3.98( 3.181 23.22:
[0.880] [0.984] [0.994] [0.026]
Q412 0.34¢ 1.10¢ 0.06¢ 22.94:
[1.000] [1.000] [1.000] [0.028]
Bolivia
Q(6) 1.73( 2.741 1.39¢ 14.76"
[0.943] [0.841] [0.966] [0.022]
Q¥(6) 0.03¢ 0.59: 0.18: 1.84(
[1.000] [0.997] [1.000] [0.934]
Q(12) 4.45¢ 6.151 3.42¢ 16.52;
[0.974] [0.908] [0.992] [0.168]
Q412 0.08: 1.59: 1.31¢ 1.881
[1.000] [1.000] [1.000] [1.000]
Chile
Q(6) 10.15" 11.68( 9.09¢ 7.19:
[0.118] [0.069] [0.168] [0.303]
Q*(6) 4.32¢ 10.53¢ 8.83¢ 17.29:
[0.632] [0.104] [0.183] [0.008]
Q(12) 21.53¢ 20.11+ 14.70¢ 68.30"
[0.043] [0.065] [0.258] [0.000]
Q412 8.01¢ 17.79¢ 14.80¢ 25.68¢

[0.784] [0.122] [0.252] [0.012]

Notes: Probability values are in brackef¥p) and Q*p) are the Ljung-Box test statistic fpth

order serial correlation for standardized residaal$ squared standardized residuals, respectively.
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Table 4: Short-run effects on exchangerate volatility (Granger causality tests)

o3, o, O FO cov(MLINF) cov(IPI,INF)  REG_INTERM REG _FLOATING
Argentina
-0.257¢ 0.003¢ 0.000( 0.000( 0.000¢ 0.003: 0.011¢ 0.003:
6 lags (0.9040)  (40.5199) (46.6589) (67.3849) (25.2832) (138.7730) (2.1503)* (1.7881)*
[0.9890] [0.0000] [0.0000] [0.0000] [0.0003] [0.0000] [0.0323] [0.0748]
-0.524: -0.450¢ 0.000( 0.000( 0.000¢ 0.004: 0.010( 0.001¢
12 lags (1.7753)  (87.5680) (37.9456) (54.6986) (17.5828) (6.3617) (1.7854)* (0.8504)*
[0.9997] [0.0000] [0.0002] [0.0000] [0.1290] [0.8968] [0.0754] [0.3959]
-0.979( -0.417( 0.000( 0.000( -0.000: -0.001" 0.013¢ 0.001¢
18 lags (7.6205)  (77.4422) (18.7720) (28.9212) (29.2187) (12.5405) (1.4116)* (0.5881)*
[0.9838] [0.0000] [0.4060] [0.0494] [0.0458] [0.8181] [0.1596] [0.5571]
Bolivia
-2.680¢ 0.631: 0.000( -0.001: 0.000: -0.006¢ 0.014¢ 0.017:
6 lags (1.8901) (9.0835) (18.3438) (10.0735) (17.3854) (11.7140) (0.7197)* (0.9842)*
[0.9295] [0.1689] [0.0054] [0.1216] [0.0080] [0.0687] [0.4723] [0.3258]
-9.046° 5.903¢ 0.000( 0.022¢ 0.009( -0.143( -0.039: 0.030:
12 lags (2.7680) (8.2465) (101.7132)  (19.6334) (179.2684) (27.1542) (-1.1458)* (0.5751)*
[0.9970] [0.7656] [0.0000] [0.0743] [0.0000] [0.0073] [0.2530] [0.5657]
-3.779; 4.448: 0.000( 0.152¢ -0.011¢ -0.368¢ -0.051¢ 0.526:
18 lags (2.4587) (4.6697) (43.7015) (11.2477) (35.7328) (7.8659) (-1.0678)* (1.1921)*
[1.0000] [0.9993] [0.0006] [0.8836] [0.0076] [0.9806] [0.2869] [0.2346]
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Table 4 (continued)

a2 o2, o2, FO co(MLINF)  cov(IPI,INF) REG_INTERM  REG_FLOATING
Chile
0.064( -0.006¢ 0.000( 0.000( 0.001; -0.000« 0.000: 0.000:
6 lags (19.6229) (4.6829)  (8.6477)  (11.3016) (5.7933) (3.2860) (2.0465)* (1.9388)*
[0.0032]  [0.5851] [0.1944] [0.0795] [0.4467] [0.7722] [0.0416] [0.0535]
0.038t -0.020; 0.000( 0.000( 0.002¢ -0.000¢ 0.000: 0.000:
12 lags (32.9017) (13.1182) (10.8135) (20.7988)  (10.9249) (7.0726) (2.2998)* (1.9918)*
[0.0010]  [0.3605] [0.5450] [0.0534] [0.5354] [0.8528] [0.0223] [0.0475]
0.013¢ -0.012¢ 0.000( 0.000( 0.004 0.003: 0.000: 0.000:
18 lags (30.4419) (26.5713)  (28.0903)  (26.0852)  (24.3156) (24.2918) (1.5725) (1.3464)
[0.0334]  [0.0874] [0.0607] [0.0978] [0.1450] [0.1457] [0.1174] [0.1797]

Notes: Figures are the sum of the lagged coeffisiefithe causing variable. Figures in parenthasesbrackets represent the value of Chi-squaristitaind the corresponding probability
value, respectively. * denotes that figures irepéineses and brackets reflect the value of t-8tatind the corresponding probability value, resipety.
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Table 5: Long-run effects on exchangerate volatility

Argentina Bolivia Chile
oz, insignifican insignificant positive
02, negative’ insignifican negativ
O negative positive positive
FO negative negative positive
cov(MLINF) negative: negative’ positive
cov(IPI,INF) positive positive positive

Note: * indicates that the result is in principléxad.
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