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1. Introduction

 
The money market plays a key role in functioning of the economic systems.  There is an agreement between competing schools of economic thought that stable economy should be also characterised by the state of equilibrium at the money market. However, defining this state requires not only identification of supply, but also describing demand as well as factors standing behind it. Unlike the supply of money, the demand is not recognisable in banking statistics, therefore it is necessary to use econometric modelling. In most of the papers the assumption of the long lasting equilibrium is the starting  point, which means that it is enough to identify the supply of money as a dependent variable in order to examine the demand for money. As result, an implication that arises is that one of the best tools which can be used in this kind of analysis is cointegration methodology, introduced into modern econometrics mainly by the articles of Granger (1981), Engle and Granger (1987) as well as Johansen (1988).


Econometric estimates of demand for money in the developed economies is a subject of interest in a comparatively great number of analytical works
.  Unfortunately, it is not the case in the countries under transition period. However, the implementation of market rules should result in creating a system similar to the pattern observed in the developed countries. Checking such assumption requires then creating dependencies describing demand for money in a changing economy and diagnosing the features of the obtained models. The aim of the analyses carried out in the following part of this paper is described in this way.

2. Data and Methodology of Analysis

Examining the dependencies describing the transactional demand for money is carried out on the basis of the sources coming from selected European economies under transformation, i.e.: the Czech Republic, Hungary, Poland, Slovakia and Slovenia. These countries are the most advanced representatives of post-communist systems under transition.


There are a few substantial functions of money in economy, the most common of which include: a medium of exchange, a measure of value and a store of value. Owing to the distinctness of the different functions, a few questions arise: what actually money is and how to measure its amount.  The banking practice does not clarify that problems straightforwardly, however it accepts several different measures of money supply, depending on the degree of the liquidity of the components rated among individual monetary aggregates. Decreasing liquidity shows changing the pressure from transactional tasks into money hoarding tasks, concentrating on the potential increase of wealth preserved in a form of so defined money.

There is a set of three monetary aggregates most commonly used nowadays. They are described as M1, M2 and M3. The higher number by M indicates that less liquid components can be found in that measure. Despite the identification of symbols, one can notice certain differences in the rules of aggregation used by FED in the USA in comparison with the standards of European Central Bank. Kavajecz (1994) underlines the fact that the travellers cheques in the USA are treated as a component of M1. Although, it is a very popular instrument used in the USA, it was not well received in Europe and therefore ECB decided to exclude it from the narrowest money measure. Meanwhile, the share of bank deposit in wider monetary aggregates is dependant on their value in the USA, and in the case of Europe it is dependant on the agreed maturity, because the fact of surpassing 2 years removes the deposit or debt securities from the category of money and puts it into (owing to the lack of liquidity) long-term financial obligations
.

Barnet (1980), however, questioned the traditional measures of money supply, asking why they treat their components as perfect substitutes, because the aggregation consists in summing up their values. Such point of view reinforces then a statement that it is totally indifferent for the user of money if one uses cash or bank deposit. It is an obvious methodological mistake, which, according to Barnett, Fisher and Serletis (1992), may be at least partly levelled through creating weighted measures of money, which are frequently called DIVISIA aggregates.

Hardly signalled problem of measuring money balances determined the narrowing the field of research only to the transactional demand for money. First of all, it was possible to take a uniform definition of amount of money, which does not change in time and remains the same for all economic systems. Secondly, owing to the homogeneity of introduced measure (currency in circulation) references to any monetary aggregates are avoided, in the case of which one should introduce the differentiation of weights of individual components which, unfortunately  is not used in the banking statistics in the countries under transition
. 

According to model concepts, worked out by Keynes (1936) and considerably enriched by Baumol (1952) and Tobin (1956), the demand for money resulting from transactional motive should be dependant on the income and opportunity cost of using cash. Empirical analysis, eg. Juselius (1998), Mark, Sul (2002) usually assume that the measure of income is GDP. In case of the countries undergoing transformation, using this variable turns out to be impossible, because implementation of a System of National Accounts was introduced with a delay that would definitely shorten the period of analysis. That is why, it was generally accepted that the measure standing for transactional engagement is the sold production of industry expressed in constant prices (December 1995 = 100).

Nominal interest rate was used as an opportunity cost of holding money. In each case it was a short-term interest rate of interbank deposits (usually three months deposits). Additionally the rate of inflation expressed in CPI (analogous month of the previous year = 100) was taken into account
.

On the basis of theoretical concepts, the increase of value of real production of industry should mean an increase of values of carried out transaction, which enforces an additional demand for money. The growing interest rate encourages to getting rid of legal tender. 

Additionally it is worth remembering that this analysis was devoted to the events taking place in economies undergoing transformation, which certainly had a number of economic disturbances and usually suffered from high inflation. The growing liability of prices may result in getting rid of money and replacing them with durable goods. Therefore, inflation becomes a potential measure of opportunity cost of holding cash.

Eventually, the following models were estimated:



 (m – p)t = a1 yt + a2 Rt +(t,






(1)

or

(m – p)t = a1 yt + a3 (t +(t,






(2)

where: m –

natural logarithm of nominal cash balances, 

p – 

natural logarithm of prices level,

(m – p) – 
natural logarithm of real cash balances
y –  

natural logarithm of real sold production of industry,

R – 

short-run nominal interest rate (percent per annum),

( –

natural logarithm of the rate of inflation,

a1, a2, a3 – 
parameters indicating coefficients of elasticity of demand,

(t  –

error term.


The relations indicated before implied that in the model (1) and (2) a positive value of coefficient a1 was expected, which is a positive income elasticity. Whereas a2, and a3,  indicating a cross elasticity of demand for money should be negative.


Taking into account the sample period one has to remember about a few factors. First of all, the Czech Republic and Slovakia started functioning as independent countries only in 1993- therefore, the comparative character of the analysis required rejecting the period of time preceding that date. Secondly, the first years of transformation is a period of settling many institutions important for the monetary market and additionally this period is characterised by a dynamic inflation processes. Therefore, this paper examines the data for the period from January 1994 to September 2003
.


The first stage of analysis was a seasonal adjustment. It was done by means of procedure Census II/X-11. The estimation of equations (1) or (2) was carried out by means of cointegration method because of the earlier analytical assumptions, according to which there is a long-run equilibrium at the market of money. 


However, it should be emphasised, that the examined time series can be cointergrated only when they are integrated of the same order, i.e. they may be lead to stationarity by the same number of differencing. Therefore, one should test the order of integration to start further estimation. This stage of analysis was carried out using an augmented test of Dickey-Fuller (1981) and Kwatkowski- Phillips- Schmidt- Shine (1992) test. The important thing is that, the former of them assumes non-stationarity in a null hypothesis, which means that the time series is a random walk process. Meanwhile, the latter of them, i.e. KPSS, having greater power, puts a statement about stationarity of the examined series in a null hypothesis  .


If the considered variables indicate the same order of integration, it is possible to go on to the analysis of cointegrating relations. A testing method described by Johansen (1988) was used in this paper. At the next stage vector error correction models (VECM), which can be described by the following  dependencies, were used
:
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(3)

where: Xt – 
matrix containing all the variables of model (1) or (2),

( – 
adjustment matrix, its elements are responsible for measuring the speed at which the variables adjust to the disturbances of the equilibrium relationship,

( – 
matrix whose columns make up cointegrating vectors, and which are interpreted as coefficients of a long-run equilibrium relationship,

(’ X t – 1 – error correction term,

( – 
matrix of coefficients of short -run dynamics,

( – 
matrix of deterministic variables,

B –
matrix of coefficients showing the influence of deterministic components.

The last step in this research was testing the stability of received relations. In order to do it the CUSUM and CUSUMQ tests worked out by Brown, Durbin and Evans (1975) were used. They use recursive regression received from the ordinary least squares (OLS) method in the sequence of first r observations. This set is subsequently lengthened. Each error of the forecast appearing in a period r+1 is called a recursive residual after proper scaling. CUSUM test uses the series of ratio of cumulated sums of recursive residuals and standardized errors of recursive regression. It is exposed on a chart with the boundaries depending on the significance level. The constancy in time of the parameters of the earlier received model which was examined means that the expected value of CUSUM test is zero, while crossing the significance lines may be understood as an instability of parameters of the analysed economic relation.


CUSUMQ test is based on the cumulative sum of squares of recursive residuals and scaling is done by dividing by a sum of squares of recursive residuals. As result, the expected value of testing series of CUSUMQ equals zero for the first observance and one for the last observance. Again, one can draw conclusions by observing the CUSUMQ series on a chart with the boundaries depending on the level of significance. Crossing the significance lines should be understood as instability of parameters or variation of the starting model.

3. Unit Root Tests

In accordance with the applied methodology of the analysis, the estimation of long-run cointegration relationship is only possible when the variables are integrated of the same order. Examining the order of integration was carried out by means of ADF and KPSS tests. Testing equations contained a constant term or a constant with linear trend.


The received result depends, however, on the number of lags introduced to the testing equations. The choice of optimal lags on the ADF test was carried out by minimising Schwarz informing criteria. In KPPS test the mechanical method developed by Newey and West (1995) was used.


The first test which was carried out was ADF test, which assumes that the analysed time series are non-stationary. The results received for the levels of examined variables are presented in table 1.

Table. 1. The ADF test results for the levels of examined variables

	Country
	Empirical ADF statistics with a constant term 
	Empirical ADF statistics with a constant 

and a linear trend

	
	m – p
	 y
	R
	(
	m – p
	 y
	R
	(

	Czech Republic
	-0,225
	0,787
	-1,150
	-1,372
	-2,941
	-1,821
	-3,341
	-3,141

	Hungary
	-1,413
	-0,659
	-1,196
	-1,409
	-2,744
	-2,119
	-3,059
	-3,157

	Poland
	-2,170
	-1,555
	-1,292
	-2,124
	-2,427
	-3,203
	-2,964
	-2,544

	Slovakia
	-2,301
	1,307
	-0,817
	-1,620
	-2,222
	-1,787
	-2,346
	-1,593

	Slovenia
	-2,055
	-0,801
	-2,423
	-2,183
	-2,960
	-1,799
	-3,620
	-3,238


The significance level was 5 percent therefore the critical value of the ADF test statistics with a constant equalled - 2,890, and with linear trend - 3,400. No empirical value shown in table 1 passed the critical value, there was no reason then, to reject the hypothesis concerning the non-stationarity of examined series. The only exception was interbank interest rate in Slovenia, but only the test with a constant term and linear trend suggested rejection of the hypothesis of its non-stationarity. 

The next unit root test (KPSS) takes up the null hypothesis which says that the analysed variables are stationary. This time the received empirical values of testing statistics are shown in table 2. 

Table. 2. The KPSS test results for the levels of examined variables

	Country
	Empirical KPSS statistics with a constant term 
	Empirical KPSS statistics with a constant 

and a linear trend

	
	m – p
	 y
	R
	(
	m – p
	 y
	R
	(

	Czech Republic
	2,078
	1,979
	1,493
	1,741
	0,185
	0,406
	0,385
	0,149

	Hungary
	0,686
	2,389
	2,019
	2,073
	0,509
	0,278
	0,248
	0,157

	Poland
	0,669
	2,295
	2,019
	2,205
	0,281
	0,33
	0,172
	0,366

	Slovakia
	1,522
	2,364
	1,141
	0,269
	0,239
	0,403
	0,370
	0,270

	Slovenia
	0,771
	2,187
	0,946
	0,515
	0,167
	0,171
	0,150
	0,397


The critical values at the 5 percent level of significance were 0,463 for the test with a constant and 0,146 for the test with a linear trend. All the empirical statistics were higher than the critical values, which means that one should reject the hypothesis about stationarity of examined series.


The results of both tests proved that none of the analysed variables was stationary. It resulted in appearing necessity of replacing starting time series into its first difference and carrying out the ADF and KPSS tests once again. The results are shown in tables 3 and 4.

Table. 3. The ADF test results for the first difference of examined variables

	Country
	Empirical ADF statistics with a constant term 
	Empirical ADF statistics with a constant 

and a linear trend

	
	((m – p)
	( y
	(R
	((
	((m – p)
	( y
	(R
	((

	Czech Republic
	-2,982
	-3,574
	-2,944
	-3,485
	-3,784
	-3,868
	-3,498
	-3,645

	Hungary
	-2,562
	-2,612
	-2,062
	-2,446
	-2,852
	-2,651
	-2,634
	-2,333

	Poland
	-4,337
	-3,532
	-3,543
	-3,496
	-4,133
	-3,739
	-3,527
	-3,816

	Slovakia
	-1,861
	-2,736
	-1,623
	-1,876
	-1,919
	-2,916
	-1,678
	-1,854

	Slovenia
	-2,953
	-3,197
	-3,915
	-3,162
	-3,595
	-3,684
	-3,895
	-3,623


 Table. 4. The KPSS test results for the first difference of examined variables

	Country
	Empirical KPSS statistics with a constant term 
	Empirical KPSS statistics with a constant 

and a linear trend

	
	((m – p)
	( y
	(R
	((
	((m – p)
	( y
	(R
	((

	Czech Republic
	0,210
	0,200
	0,326
	0,069
	0,210
	0,091
	0,129
	0,053

	Hungary
	1,468
	0,530
	0,505
	0,493
	0,149
	0,193
	0,288
	0,164

	Poland
	0,057
	0,256
	0,096
	0,143
	0,049
	0,065
	0,096
	0,066

	Slovakia
	0,484
	0,515
	0,569
	0,489
	0,198
	0,154
	0,256
	0,151

	Slovenia
	0,275
	0,009
	0,041
	0,234
	0,066
	0,026
	0,037
	0,073



The analysis of examined variables in the Czech Republic, Poland and Slovenia showed that empirical statistics of ADF test were higher than the critical values, and in the case of KPSS it was exactly the opposite. It meant that one would have to reject the hypothesis about non-stationarity of the first difference of money supply, industrial production, interest rate as well as the rate of inflation and lack of grounds to reject the conclusion about stationarity of such prepared series. It was assumed then, that all the variables in the listed countries have the same first order of integration (they are I(1)). 


The case was different in Slovakia and Hungary, though. In these cases, it was necessary to accept a hypothesis about non-stationarity of the first difference of examined variables. As result their second difference were estimated and furthermore once again the tests of unit root were carried out. The results are depicted in tables 5 and 6. 

Table. 5. The ADF test results for the second difference of examined variables

	Country
	Empirical ADF statistics with a constant term 
	Empirical ADF statistics with a constant 

and a linear trend

	
	(((m – p)
	(( y
	((R
	(((
	(((m – p)
	(( y
	((R
	(((

	Hungary
	-4,558
	-4,128
	-4,446
	-3,787
	-4,526
	-4,100
	-4,654
	-3,790

	Slovakia
	-5,078
	-5,500
	-4,854
	-3,702
	-5,052
	-5,479
	-4,839
	-3,656


 Tabl. 6. The KPSS test results for the second difference of examined variables 

	Kraj
	Empirical KPSS statistics with a constant term 
	Empirical KPSS statistics with a constant 

and a linear trend

	
	(((m – p)
	(( y
	((R
	(((
	(((m – p)
	(( y
	((R
	(((

	Hungary
	0,086
	0,045
	0,125
	0,044
	0,082
	0,029
	0,036
	0,039

	Slovakia
	0,027
	0,023
	0,057
	0,038
	0,028
	0,023
	0,056
	0,038



This time the results of both tests let us claim that the replacement of levels into their second difference resulted in stationarity. Finally, it was stated that the time series showed the same order of integration in all here examined countries. In case of the Czech Republic, Poland and Slovenia variables are integrated of order one, I(1), in case of Slovakia and Hungary they are integrated of order two, I(2). It lead to creating a hypothesis about the probability of appearing long-run cointegration relationship, that is why the next step of this analysis were cointegration tests. 

4. Cointegration Tests

Following Johansen procedure (1988) one should start estimating long-run relationship based on a model of vector autoregression from testing the number of cointegrating vectors i.e. columns of matrix ( from the model (3). At first the null hypothesis about the lack of cointegrating vectors was made, (the level of significance was 5 percent), and the lag length, that is k in model (3), was chosen by minimising the Swartz information criteria. If the null hypothesis had been rejected it was necessary to test the presence of one cointegrating vector. It is possible to set the number of sought vectors by means of iteration, but it is enough to find the first of them for the analytical needs. That is why this procedure was stopped at the moment of accepting hypothesis about appearing at least one cointegrating vector. The results of individual models are shown in table 7.

 Table. 7. Johansen tests of cointegration rank

	Country
	m – p; y; R 
	m – p; y; ( 

	
	H0: r = 0
	H0: r = 1
	H0: r = 0
	H0: r = 1

	
	Eigenvalue
	Trace test
	Eigenvalue
	Trace test
	Eigenvalue
	Trace test
	Eigenvalue
	Trace test

	Czech Republic
	0,168
	31,485*
	0,079
	10,910
	0,209
	39,873*
	0,097
	13,657*

	Hungary
	0,165
	29,712*
	0,061
	9,710
	0,165
	39,067*
	0,148
	18,900*

	Poland
	0,220
	35,307*
	0,063
	7,486
	0,151
	40,333*
	0,127
	22,178*

	Slovakia
	0,429
	82,289*
	0,245
	29,622*
	0,331
	59,827*
	0,149
	22,417*

	Slovenia
	0,125
	38,586*
	0,083
	12,018
	0,199
	35,260*
	0,082
	10,665


Note: r – number of cointergrating vectors; * - denotes rejection of the hypothesis at 5 percent significance level.

The 5 percent critical values of the trace statistics are taken from Osterwald-Lenum (1992).

When interpreting the results it was necessary to reject the hypothesis about a lack of vectors cointegrating the studied variables. It referred to both tested measures illustrating the opportunity costs of holding cash, that is the nominal interest rates or rates of inflation. Simultaneously, the results proved a lack of evidences to reject the hypothesis about the presence of at least one column of matrix (, which meant appearing cointegration relationship. Such a conclusion referred to all the listed economic systems. Accepting such conclusions it was necessary to start the estimation of cointegrating vectors and then normalise them by dividing individual parameters by coefficient standing by the variable     (m – p). The results are presented in table 8.

Table. 8. Normalized cointegrating vectors 

	Country
	m – p 
	y
	R
	(

	Czech Republic
	1,000
	-0,873

(0,035)
	0,042

(0,013)
	(

	
	1,000
	-1,818

(0,193)
	(
	1,345

(0,248)

	Hungary
	1,000
	-0,642

(0,008)
	0,020

(0,005)
	(

	
	1,000
	-0,083

(0,117)
	(
	-1,167 (*)

(0,230)

	Poland
	1,000
	-0,997

(0,016)
	-0,032 (*)

(0,026)
	(

	
	1,000
	1,486 (*)

(2,387)
	(
	-0,300 (*)

(4,025)

	Slovakia
	1,000
	-1,152

(0,040)
	0,012

(0,001)
	(

	
	1,000
	-0,448

(0,060)
	(
	2,450

(0,307)

	Slovenia
	1,000
	-0,632

(0,011)
	0,038

(0,008)
	(

	
	1,000
	-1,763

(0,194)
	(
	4,584

(0,615)


Note: Figures in parentheses are standard errors,  (*) - denotes that the coefficient does not have the expected sign.

The obtained models, characterising the long-run equilibrium relationships at the market of money, should be assumed as coherent in their internal construction and consistent with the expectations of the economic theory. In almost all the cases the income elasticity of money demand is positive. It means that with an increase of real sold production of industry, which entails a growing transactional engagement, the demand for medium of exchange (ceteris paribus) is higher. The only exception was the relationship characterising demand for money in Poland, but only when assuming, that inflation is the opportunity cost of holding real balances of cash. However, because of formal characteristics which informed about statistical insignificance of this function (the t statistics did not pass critical value), this relationship was omitted in a further analysis.

The values of coefficients by variable y may be at the same time interpreted as the income elasticity of demand for money. They range between 0,5 and 1,5, which means that 1 percent growth of real industrial production is responsible for the growth of demand for cash ranging between 0,5 and 1,5 percent. This relation is very similar to that observed in developed market economies
.

However, again this time one can notice departure from the indicated rule – in a model concerning Hungary the changes of real industrial production (when the rate of inflation is used as the opportunity cost of holding money balances) are connected with very small changes in growth of demand for cash. This function was eliminated from a further research, because y should have been assumed as a statistically insignificant variable in the money demand long-run relationship.


Analysing the signs of the coefficients of cross elasticity of demand for medium of exchange one can also make a statement that they are consistent with theoretical postulates. Taking into account the nominal interest rates of interbank deposits one expected that their growth should encourage saving money on bank accounts that is getting rid of the most liquid monetary measure. Negative signs of coefficients by R entirely support this conclusion and the only exception is the relationship which takes place in case of Poland. It is also worth mentioning that the elasticity of demand for cash in relation to the changes of nominal interest rate do not pass 0.042. It means that (ceteris paribus) the increase of R by 1 percent point should not decrease the demand for legal tender by more than 0.042 percent.


The second tested measure of an opportunity cost of holding cash balances was the rate of inflation. It should be noticed that the relationships containing both R and ( were not estimated. It resulted from implementing the Fisher hypothesis (or Fisher effect) according to which nominal interest rates (R) consist of real interest rates and compensation for expected inflation. Therefore, the implementation of both R and ( would double the analysis of impact of inflation. 


Identifying ( with a loss of benefits connected with having means of exchange (but not consumption goods) one should have expected negative coefficients by this variable. The received relationships support such suppositions. The exceptions are models describing the real demand for cash in Poland and Hungary. However, as indicated before, their statistical properties (statistical insignificance of variable y) lead to reject the mentioned relationships from a further study.


It should be noticed that the elasticity of demand for money balances in relation to the rate of changes of prices showed the highest values among all the factors taken into consideration. It turns out that the market of cash money is particularly sensitive to inflation in the period of transformation, which is shown by the coefficients by the variable ( ranging from 1,345 in case of the Czech Republic and 4,584 in Slovenia.

5. The Short-Run Dynamics

Because of the fact that the cointegrating vectors were already identified, the short-run dynamics of money demand functions were examined by estimating an error correction models. For the sake of brevity, the whole analysis of the obtained equations is not shown here. Only the values of the key elements, such as the speed of adjustments, identifying the reaction of the model to the disturbances of long-run equilibrium are presented. Data was supplemented by a standard set of indicators informing about the statistical features of the obtained models. All the parameters are depicted in table 9.

Table. 9. Diagnostic statistics of VECM models 

	Country
	Examined variables
	Speed of adjustment
	Adjusted R2
	Standard error
	Jarque – Bera 

statistic
	Durbin – Watson statistic 

	Czech Republic
	m – p; y; R
	-0,002

(2,938)
	0,985
	0,001
	1,616

(0,445)
	1,705

	
	m – p; y;(
	-0,005

(4,291)
	0,984
	0,001
	1,166

(0,558)
	1,844

	Hungary
	m – p; y; R
	-0,001

(2,878)
	0,996
	0,001
	0,789

(0,674)
	1,968

	Poland
	m – p; y; R
	-0,026

(1,496)
	0,132
	0,054
	4,127

(0,169)
	2,121

	Slovakia
	m – p; y; R
	-0,032

(4,638)
	0,979
	0,002
	1,717

(0,424)
	1,540

	
	m – p; y;(
	-0,013

(3,197)
	0,982
	0,001
	1,808

(0,405)
	2,009

	Slovenia
	m – p; y; R
	-0,003

(2,820)
	0,980
	0,001
	2,129

(0,302)
	1,750

	
	m – p; y;(
	-0,001

(3,049)
	0,977
	0,001
	0,461

(0,794)
	1,706


Note: Figures in parentheses under the speed of adjustment are t-statistics; figures in parentheses under Jarque – Bera statistic are p-values. 

One should conclude that all the coefficients of the speed of adjustments, that is the first elements of matrix ( from model (3) are negative and generally statistically significant. It confirms cointegration, and thus a long-run relation among the variables of money demand function. However, the studied coefficients are very low, which suggests a slow adjustment of market of money into the state of equilibrium after appearing the disturbing factor (i.e. shock). The diagnostic tests do not indicate any signals about wrong specification of obtained models.


The only exception is the case of Poland. The speed of adjustment is also negative but this time it is not statistically significant. It means the impossibility of regaining the long-run equilibrium in a market of medium of exchange, therefore the created model and cointegration relationship should be rejected, as a good illustration of real demand for cash. Other diagnostic statistics (low adjusted R2 and high value of Jarque – Bera statistics) support this statement as well. Therefore, Poland had to be rejected from the further analysis.

6. Stability Tests

Having a detailed equation of relationship describing the demand for cash in the Czech Republic, Hungary, Slovakia and Slovenia, it was possible to carry out an analysis of their stability over study period. As mentioned before, CUSUM and CUSUMQ tests were used in order to do it. They use series of properly cumulated recursive residuals of regression estimated at the gradually growing set of starting observations. The CUSUM and CUSUMQ test results  together with significance lines (highlighted with thin lines), for 5 percent significance level, are plotted in figure 1-7.

Figure 1. Stability tests of demand for cash in the Czech Republic (model with y and R)

 a) CUSUM






b) CUSUMQ
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Figure 2. Stability tests of demand for cash in the Czech Republic (model with y and ()

a) CUSUM






b) CUSUMQ
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Figure 3. Stability tests of demand for cash in Hungary (model with y and R)

a) CUSUM






b) CUSUMQ
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Figure 4. Stability tests of demand for cash in Slovakia (model with y and R)

a) CUSUM






b) CUSUMQ
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Figure 5. Stability tests of demand for cash in Slovakia (model with y and ()

a) CUSUM






b) CUSUMQ
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Figure 6. Stability tests of demand for cash in Slovenia (model with y and R)

a) CUSUM






b) CUSUMQ
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Figure 7. Stability tests of demand for cash in Slovenia (model with y and ()

a) CUSUM






b) CUSUMQ

[image: image14.wmf]-30

-20

-10

0

10

20

30

1995

1997

1999

2001

2003




[image: image15.wmf]-0.4

0

0.4

0.8

1.2

1995

1997

1999

2001

2003


The results of the CUSUM test indicate that none of the series passed the significance lines. As result, the evaluation of coefficients of relations describing transaction demand for money in all the studied countries can be considered stable over the study period. 

Less clear conclusions may be drawn from the results of the CUSUMQ test. In this case one can observe a structural change of demand for money in the Czech Republic. It should be underlined, though, that in the case of the relation taking into account the nominal interest rate, leaving the 5 percent critical bounds, indicating the instability of the parameters of money demand function was very little and referred to a few months’ period. Analysing the demand for medium of exchange in the Czech Republic, depending on the real production of industry and rate of inflation, it should be noticed that the disturbance of stability was more intensive and lasting.       

7. Conclusions

The economic system cannot function without money, and an efficient market mechanism should lead to an equilibrium in the monetary sphere. The state of equilibrium between demand and supply of money potentially enables estimation of relation illustrating the demand for cash. Snowdon, Vane and Wynarczyk (1994) highlighted that the stability of real money demand makes up a premise to make a conclusion about a possible dependency of prices or nominal income on the changes of nominal supply of money.

The results of analyses described in this paper confirm the presence of equilibrium at the market of money in economic systems undergoing transformation. It is proved by appearing long-run cointegration relationships. The variables present in them indicate the determinants of demand for cash. These are: real value of sold production of industry, nominal interest rate of money market or the rate of inflation. The influence of these variables is consistent with theoretical concepts, i.e. the growth of production stimulates the demand for cash, whereas the growing interest rate or increasing dynamics of price changes limit the demand for cash. At the same time, income elasticity is higher than the cross elasticity measured against the R. It should be underlined, that in systems under transition the biggest sensitivity of transaction demand for money appeared in relation to the changes of inflation rates (as far as ( might be treated as a statistically significant determinant).


At the same time, it is necessary to remind that not all the obtained long-run equations showed the same features which would qualify them to the further analysis. It referred to Poland and Hungary. In both cases, formal reasons lead to rejection of the hypothesis about a combined effect of y and inflation on a desired cash balances. Additionally, the hypothesis about the error correction mechanism (which implies that in the case of deviation between the actual and long-run equilibrium level, there would be an adjustment back to the long-run relationship to eliminate this discrepancy) in a situation determining the real demand for cash by y and R must have been rejected in the case of Polish money market. It shows that, although one might find out the rules responsible for the behaviour of money market, even under economic transition, these are not universal processes and the characteristic features of the economic systems may substantially disturb this process.


The relations describing demand for money, if they met the criteria of significance, can be considered stable over study period. This fact is supported by the results of the tests using the recursive residuals of regression. Although the general stability of the estimated functions was sometimes disturbed, it was only at a little degree, which lets one form the above conclusion.


Finally it may be stated that cointegration methodology lets us find relatively stable dependencies illustrating transaction demand for money in the Czech Republic, Hungary,  Slovakia and Slovenia. The characteristics of these equations correspond with the economic theory, and statistical features of obtained relationships are internally coherent in the sample of the studied countries undergoing economic transformation. Therefore, monetary authorities should control the supply of currency in implementing monetary policy in economic systems under transition.
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� The very good example is the special issue of “Empirical Economics” 1998, vol. 23, 3. 


� See table 2.4 “ECB Monthly Bulletin” 2003, 1, pp. 16-17.


� The weighted monetary aggregates (DIVISIA) were estimated only in Poland, see Cieśla (1999). Unfortunately, the implementation of ECB standards in Polish banking statistics did not allow to introduce comparison of long-term time series and National Bank of Poland stopped issuing the information about the weighted monetary aggregates, which should be assessed negatively.


� Data are obtained from statistical bulletins of the central banks of the Czech Republic, Hungary, Poland, Slovakia and Slovenia. 


� Slovakia was an exception. Sobek (2003) noticed that the development of interbanking market of money was so slow that the first interest rates were published only in July 1995. That is why July 1995 was the beginning of the sample in case of Slovakia.


� The detailed analysis of this type of model provides Watson (1994).


� See Ball (2002) or Cabrero, Escriva, Sastre (1993).       
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