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ABSTRACT

In the early 1990s, Norway, Sweden and Finland experienced systemic banking crises. Systemic banking crises can be very costly due to output losses during and after the crisis. This paper reviews previous estimates of output losses for the Nordic banking crisis. These estimates differ widely, primarily due to differences in methodology. This study extends the previous analyses in two directions: First, output losses are re-estimated for all the Nordic countries based on GDP-trends that try to separate overall estimates of output losses from recessionary effects unconntected to the banking crises. Second, output gains from the pre-crises period of financial liberalization are included in a new net estimate of output losses associated with the banking crisis. In general, based on these two changes, the new estimates for output losses are found to be lower than in previous studies. 
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1 Introduction
In the early 1990s, Norway, Sweden and Finland experienced systemic banking crises with bank failures and negative economic growth. It is generally concluded that output losses during the crisis and potentially caused by the banking crises were high, although loss estimates vary significantly across studies. This study re-evaluates the methods used and the results provided for the three Nordic countries by two reference studies, i.e. the IMF (1998) and Hoggarth et al. (2002).

The economic costs of a banking crisis can be defined as the loss of present and future discounted consumption possibilities for the economic agents in a particular country. To measure this directly is difficult, because we do not know exactly how banks influence economic growth in the real sector. An approximation used in many studies is therefore to measure the cumulative output losses between actual and a potential GDP during a banking crisis and link these losses to the banking crisis. This simple approach has two main drawbacks. First, it is not straightforward to identify a banking crisis and to determine its duration. The lack of consensus about what a banking crisis is and when it starts and ends necessarily results in different cost estimates. Second, linking cumulative output losses to banking crisis is problematic, as output losses can be the result of events not caused by the banking crisis. In fact, very often banking crises are triggered by macroeconomic shocks related to the overall business cycle. 

Therefore, in this paper an attempt is first made to separate output losses caused by the banking crisis from output losses related to the regular business cycle. For this purpose, two counterfactual GDP-trends are estimated. Second, the concept of “net costs” of a banking crisis is introduced. It is often argued that a typical banking crisis occurs when a boom busts and that the potential for a banking crisis builds up during the booming period as a result of optimistic banks and borrowers. During the boom, too many projects with uncertain future returns are financed by bank loans, and many of them result in loan losses for the banks at a later stage. However, even if some of the projects financed by bank loans default at a later stage, the initial strong growth in bank lending has a positive effect on GDP. We argue that this positive effect should be taken into account when we evaluate the net output losses related to a banking crisis. This is particularly relevant for the Nordic banking crisis, since the pre-crisis period of financial market liberalization spurred a very strong growth in bank lending.
The paper is organized in the following way. Section 2 reviews earlier literature related to banking crises identification. Section 3 briefly explains the differences between fiscal and economic costs of a banking crisis. Section 4 summarizes the causes and the development of the Nordic banking crises. Section 5 contains a comprehensive analysis of the various measures of output losses, while section 6 provides the empirical estimates. Section 7 concludes.

2 The identification of a banking crisis
A major challenge of estimating the costs of banking crises is to identify them and determine their duration. Obviously differences in crisis definition can result in different cost estimates. Therefore, a short review of various definitions of banking crises is presented in the following:

· IMF (1998) characterizes a banking crisis as a “situation in which actual or potential bank runs or failures induce banks to suspend the internal convertibility of their liabilities or which compels the government to intervene to prevent this by extending assistance on a large scale”. 

· Goldsmith (1982) suggests that a banking crises is characterized by “… a sharp, brief, ultra-cyclical deterioration of all or most of a group of financial indicators: Short term interest rates, asset prices, (stock, real estate, land) prices, commercial insolvencies and failures of financial institutions”. 

· Caprio and Klingebiel (1996, 1999, and 2003) have provided the most widely used definition of a systemic banking crisis, as a situation when much or all of bank capital is exhausted
. 

These broad definitions have the advantage of encompassing most situations that show important signs of financial distress. However, they do not relate the definition of a financial crisis to their negative real economic impact. Thus Schwartz (1986) characterizes financial crises without significant negative real economic effects simply as “pseudo crises”. In her view, most of the historic situations of financial distress have had only limited negative impact on real economic activity and should therefore be distinguished from crises situations which incur real economic effects. Hence, following Schwartz, a banking crisis should be defined on the basis of its negative economic effects. This raises the question of the transmission mechanisms between the banking sector and the real economy.  It may therefore be instructive to give a brief review of transmission mechanisms outlined in the literature: 

· A sharp reduction in bank lending can lead to a fall in the money supply. As an effect of this liquidity shock, production and consumption patterns are disrupted and economic activity declines. A reduction in the wealth of bank shareholders can also worsen a general economic contraction (Friedman and Schwartz, 1963).
· Increased uncertainty can reduce the effectiveness of the financial sector in performing its information-gathering services due to adverse selection and moral hazard problems. As the real costs of intermediation increase, banks can become “excessively” risk adverse, thereby reducing credit availability, i.e. a credit crunch can arise
. 
· Contagion can start a chain of failures and bankruptcies which can subsequently cause macroeconomic stagnation. Triggered by depositors’ anxiety, a deterioration in banks balance-sheets can cause them to fail, which can lead to other bank failures or even failures of other non-financial firms (Kiyotaki and Moore, 1997).
· The integration of financial markets, the key role of banks in the payment system and the concentration in the financial sector are additional factors of importance for the propagation of a banking crisis (Omotunde, 2002 and Frydl, 1999).

· Excessive fluctuations in prices and exchange rates, the costs of insurance against such fluctuations or changes in the monetary regime itself can magnify the negative real economic impact of a crisis (Hamada, 2002).
Thus, bank distress can cause negative real effects in numerous ways. It may also take time to identify the start of a banking crisis if the underlying problems are not recognized. Since most bank products include future payment promises, it may take time for the bank to realize that customers will not be able to fulfil their commitments. Banks can conceal these problems by rolling over bad loans or by raising more deposits and increasing the size of their balance sheets. Given this nature of banks and the opacity of banks net worth, malfunctioning of the banking sector can cause and contribute to macroeconomic problems even before an overt event of banking distress in a major bank. According to Caprio and Klingebiel (1996), using an overt sign of bank distress, like a bank run, as the defining event of a bank crisis, merely identifies the denouement of a tragedy, as when a terminally ill patient checks into a hospital just before dying. If instead, the disease itself – unsound and unsafe banking – is defined as the crisis, then it is possible that the crisis begin long before the system collapses and causes negative economic effects. 
The duration of a banking crisis should therefore in some way be related to the “illness” period of the banking sector. This period is usually measured from the open occurrence of a banking crisis to the return to “normality”. The literature has so far paid relatively little attention to the pre-crisis booming period, when the causes of a banking crisis evolve. However, research has shown a strong relationship between financial liberalization and banking crisis
.  Liberalization affect bank’s lending behaviour, and there is strong evidence that the high GDP growth during this period can be associated with the rapid credit growth from the newly liberalized banking sector. It can be argued that it is reasonable to include these output gains of the pre-crisis period when analyzing the total output costs of a banking crisis. Our estimates of the economic costs of the Nordic banking crisis therefore covers the whole period where real production and consumption activities were substantially affected by the financial liberalization process. This procedure has the advantage of linking the banking crisis and resulting output losses to their potential causes. 

3 Economic versus fiscal costs of a banking crisis

The costs of a banking crisis usually fall into two broad classes: Fiscal costs and economic costs. Fiscal costs reflect actual outlays of public funds generated by government intervention to prevent or resolve the crisis.
 Economic costs mirror direct and indirect negative effects of a banking crisis on general economic activity by measuring the decline in output or output growth incurred during the crisis. The strength and weaknesses of these two cost concepts are discussed briefly in the following.

Although the concept of fiscal costs serves the purpose of assessing the benefits and costs of intervening in a banking crisis, it can do so only to a limited extent. First, there is no relationship between the severity of a banking crisis and its fiscal costs. This is mainly due to the fact that large fiscal costs may be observed in the absence of economic costs and vice versa. Costly government interventions may limit the negative effects of a crisis on the economy, or the lack of government intervention may lead to adverse economic effects of the banking crisis. According to Bernanke (1983), this was especially important during the Great Depression of 1929-33. Thus, Hoggarth et al. (2002) finds no relationship between fiscal costs and output losses incurred during a banking crisis. Moreover, Frydl (1999) finds no link between the length of a banking crisis and the fiscal costs associated with the crisis. 
Second, fiscal costs are often associated with huge redistribution of wealth between banks, corporations, households and taxpayers. Thus, Frécaut (2002) – by using a National Accounts analysis - identifies the presumed 50$ billion loss of the Indonesian banking crisis to be a “large-scale wealth redistribution exercise” from banks to corporations and not representing a pure loss to the economy. Thus, the concept of fiscal costs is poorly suited for assessing the broader welfare costs of a banking crisis.

The latter are often approximated by the divergence of output – or output growth - from an estimated trend during the crisis period. This method has been used by the IMF (1998), Bordo et al. (2001), Mulder and Rocha (2001) and Hoggarth et al. (2002) for many industrial and emerging economies, and by Jonung and Hagberg (2002) for the Finnish and Swedish banking crises since the 1870s. While these studies differ in some respects, they all follow the same idea: Banking crisis can lead to output losses, which would not have occurred in the absence of the crisis. The accumulated output loss during the crisis period is then a proxy for potential economic costs of the crisis. However, there are some problems with this methodology as well. As noted by Hoggarth et al. (2002), GDP is a problematic proxy for welfare costs, since changes in GDP have a different impact on individuals` utility at different income levels. Second, many banking crises – as the Nordic ones – appear in the wake of a recessionary downturn. It is therefore not straightforward to say which part of the overall output loss stems from the recession and which part is a direct effect of the banking crisis. Although Bordo et al. (2001) and Hoggarth et al. (2002) address this problem indirectly by estimating reduced form equations to find the significance of banking crises on the deepness of GDP losses,  the order of causation remains unclear, i.e. it is unknown whether deeper recessions cause banking crises or vice versa. Moreover, in order to avoid biased estimates of crisis costs, this method relies on an accurate dating of the banking crisis period, a good estimation of the GDP trend, the separation of the banking crisis impact on GDP development from other economic forces driving the business cycle, and an appropriate measure of output losses. 

4 The Nordic banking crises – some stylized facts

4.1 The Norwegian Banking Crisis

The methodology used to calculate the costs of banking crises involves, in general, a priori choices, such as the dating of the crisis period. These choices are likely to influence the results. It is therefore important to understand the causes and the evolution of a crisis before attempting to calculate the costs involved
.  
The Norwegian banking crisis is typically described within the framework of a boom-bust cycle: Financial liberalization accompanied by massive credit expansion and soaring asset prices led to significant increases in investment and consumption. This is reflected in high economic growth around the mid-eighties, but also in unsustainably high levels of debt accumulation among Norwegian households and firms. The following recessionary downturn resulted in a collapse of the over-inflated stock and real estate markets and severe difficulties for banks that had based their lending on inflated asset values. Finally, the government chose to intervene to rescue insolvent banks. 

It is, in general, acknowledged that the deregulation of the credit market triggered the subsequent lending boom that finally ended in the banking crisis. Up to the early-1980s, quantitative credit regulations rationed the availability of credit. At the same time, high rates of inflation and the deduction of interest rate expenses from taxable income resulted in negative real interest rates for borrowers. This resulted in excess demand for credit during the regulation period. In order to bypass the restriction on credit, borrowers and lenders interacted directly in the “grey” market, thereby to some degree undermining the regulations. As a reaction to the rapidly growing unregulated market and an international trend of financial liberalization, the authorities chose to relax most restrictions in the early to the mid-1980s, thus hoping to increase competition and efficiency in the banking industry. 

The deregulation resulted in an unprecedented growth in bank lending, where credit supply accommodated very fast to credit demand. The ratio of bank loans to nominal GDP increased from 40 per cent in 1984 to 68 per cent in 1988, reflecting bank lending growth rates of about 30 per cent per year from 1984 to 1986. The change from credit rationing during the deregulation period to easy credit afterwards had a strong effect on private consumption and investments. During the lending boom, the savings rate of households dropped to about -5 per cent, whereas private household consumption and investment increased by a staggering rate of about 8 per cent per year. Overall optimism about the future prospects of a booming economy led to increasing property prices. This positive wealth effect facilitated borrowing, which itself reinforced the spiral of growing property prices and credit lending. 

The fast expansion of credit took place in a newly competitive banking environment, characterized by an aggressive competition for market shares.  Banks favoured fast increases in lending volume over profitability. Adequate managerial control over lending decisions and risk-taking was not ensured. Branches in new geographical areas were opened, exposing banks to high risks, due to their lack of knowledge of these areas. These “bad banking” practices led to the accumulation of low quality collateral, and made banks highly vulnerable to macroeconomic shocks.

In addition, macroeconomic policies failed to respond adequately to the changing conditions. First, the favourable tax treatment of interest payments was corrected too late. Second, prudential bank regulation was not strengthened, despite the rapid credit expansion. Third, the fixed exchange rate regime and a pro-cyclical monetary policy contributed to macroeconomic instability and vulnerability of the Norwegian economy to external shocks.

The downturn period was triggered by a large negative terms of trade shock following a sharp decline in oil prices in 1986. This negative shock was further aggravated by an increasing cost of borrowing due to changes in the tax law and higher Norwegian real interest rates partly due to the rise in German interest rates. The devaluation of the Norwegian currency in 1986 also became a problem for firms that were heavily indebted in foreign currency. Access to outside financing became more and more difficult for small- and medium-sized firms. Bankruptcy rates soared and rose by 40 per cent a year in the period 1986-1989. Combined with the high level of non-financial sector debt, as well as the simultaneous decline in collateral values, these factors quickly translated into huge loan-losses, wiping out the capital of many banks. The banking crisis was on its way.

During the first phase of the crisis (1988-90) problems were not regarded as systemic and only some small regional banks experienced heavy problems or liquidation. However, total loan losses surged in 1991 to 6 per cent of GDP, and the three biggest banks encountered heavy financial difficulties. The crisis had then reached systemic proportions, as the second largest bank lost all its equity capital and the fourth largest bank had lost all its original shareholder capital. However, in 1991 the economy had already started to show positive growth figures again. Due to strong counter-cyclical fiscal policies, the recessionary low of a 1.4 per cent fall of Mainland GDP in 1989 was surpassed quickly, and the banking crisis actually came at a time when growth was starting to pick up after the preceding recession. 

4.2 Comparison of the Norwegian banking crisis with the Finnish and the Swedish banking crises

The Norwegian, Swedish and Finnish banking crises were quite similar in their causes and evolution and are therefore often analyzed together. Thus, the boom-bust cycle discussed in the preceding chapter is also representative for development of the banking crises in Sweden and Finland. Both countries experienced a similar period of liberalization of the credit market, followed by excessive fluctuations of key macroeconomic variables, and both ended in a systemic banking crisis.  However, differences remain, especially those related to the severity of the crises.  

The macroeconomic downturn was, for example, much deeper in Finland than in Norway, the main cause being the collapse of the USSR as a major trading partner. GDP fell by almost 13 per cent during 1991-1993, unemployment increased from 4 per cent to nearly 20 percent, public deficits increased rapidly, and losses in the banking sector accumulated. Loan losses increased to 4.4 per cent of GDP in the peak year and non performing loans increased to 9 per cent in the same year (1992), while bank lending fell by 35.5 per cent from 1991 to 1995. Public sector fiscal support to the banks amounted to 9 per cent of GDP, compared to 3.6 and 2 per cent for Sweden and Norway respectively.

The recession was less pronounced in Sweden than in Finland, but still stronger than in Norway. GDP fell by almost 6 per cent from 1991-1993 and unemployment increased from 2 to 9 per cent.  In Norway, due to strong counter-cyclical fiscal policies and a faster rebound of positive economic growth, the increase in unemployment was much smaller, as it only changed from 3 to 6 per cent during the same time period. An additional problem for Sweden and Finland was the devaluation of their currencies in 1992 and 1991-93 respectively. Since, in these countries, more than half of the borrowing by the corporate sector was denominated in foreign currency, the depreciation was a severe blow to their balance sheets. Previous viable firms faced bankruptcies as they were unable to roll over short term loans. Thus, the economic crisis was more severe in Sweden and Finland as compared to Norway.

Another explanation for the better performance of the Norwegian economy was the “early warning” of the oil price shock in 1986 that seems to have prevented a longer-lasting boom and therefore also a longer lasting bust period (Steigum, 2003). Sweden and Finland did not receive similar “early warnings”. Thus, the banking crisis in Norway peaked when the economy was about to recover, while the banking crises erupted in the midst of severe economic crises in Sweden and Finland. This gave the Norwegian economy a “softer landing” and paved the way for a faster recovery. 

While the recovery period of the banking sector was similar in Sweden and Norway, with bank profitability regained already in 1993-94, Finnish banks did not regain profitability until 1996. Moreover, bank lending in nominal terms decreased considerably and did not reach pre-crisis levels before 2002/3 in Finland and Sweden. In Norway, bank lending was back at the pre-crisis level already in 1995.  The slow recovery in bank lending can be an indication of a credit crunch. A credit crunch caused by a banking crisis can be economically costly, leading to potentially high output losses. However, it is difficult to say whether the lower level of bank lending resulted from low demand or supply restrictions. Englund (1999) and Steigum (2002) argue in favour of weak loan demand in the cases of Norway and Sweden. They claim that the fall in bank lending mainly reflected declining quality of potential borrowers, who would not have been granted a bank loan even under normal conditions, due to falling collateral values. In a detailed micro econometric study, Vihriälä (1997) supports this view also in the case of Finland, where he finds weak borrower quality to be the main cause of declining bank lending in the distress period. He concludes that “… the issue of the early 1990s seemed to be more a `collateral squeeze` than credit crunch”. Pazarbaşioģlu (1996) comes to the same conclusion for Finland, arguing that the reduction in bank lending was mainly a reflection of the cyclical decline in credit demand. Thus, additional bank support would most likely not have resulted in more lending and increased economic activity.  

As far as Norway is concerned, Steigum (2003) argues that banking distress can not have had a strong negative impact on the real economy through restricted credit supply, i.e. a credit crunch is unlikely to have occurred. He bases his argument on the fast recovery of the Norwegian economy and the government’s willingness to inject new capital. Ongena et al. (2003) analyse the impact of bank distress announcement on the performance of equity values of firms that maintain relationships with these banks. They do not find significant effects of bank distress on their customers. 

The lack of clear signs of a credit crunch in Norway and Finland contradicts the view that these banking crises had a large negative impact on the real economy. Moreover, as we noted before, crises resolutions were implemented quickly in all three countries and the functioning of the banking sector was as a result restored rather quickly. Therefore, it would seem that at least a large part of the economic downturn during the banking crisis should be assigned to economic shocks unconnected to the banking crises. Thus, it is important to separate the overall estimates of output losses from the general recessionary effects potentially unconnected to the banking crises. This study tries to separate the two effects by re-estimating the GDP trend lines for all three countries to better account for the effect of the overall business cycle. 
5 Methodological issues

This study introduces the distinction between gross output losses and net output losses. Gross output losses are losses incurred during the bust period of the banking crisis. Net output losses are gross output losses minus gains in output stemming from higher banking sector activity during the pre-crisis booming period. The “net cost” concept stresses the importance of analysis of banking sector activity and its impact on GDP development also during the build-up phase of a banking crisis. It therefore links the banking crisis directly to its potential causes in a boom-bust type theory of banking crisis. The banking crises in all three countries share important features of such a crisis understanding. 

There are three main issues, which have to be considered in the estimation of output losses: The dating of a banking crisis, the separation of the banking sector impact on GDP from the regular business cycle, and the determination of the appropriate output loss measure. While methodological details will be discussed in the following subsections, I will start by shortly outlining the estimation procedure chosen and main differences between this and previous studies.

The first issue relates to the dating of the crisis. Hoggarth et al. (2002) bases the beginning and the end of the crisis on the assessment of financial experts - a criterion used by Caprio and Klingebiel (2003). Besides the Caprio and Klingebiel (2003) criterion to determine the end of a banking crisis, two additional criteria appear in the literature. The first criterion suggests that the banking crisis ends when the actual growth rate of GDP reaches the (higher) counterfactual growth rate
 (IMF, 1998), while the second criterion suggests that the banking crisis ends when the level of actual output reaches its counterfactual level (Mulder and Rocha, 2001). In this study, the dating period used by Hoggarth et al. (2002) is adopted for the estimation of gross output losses. For the estimation of net output losses, the pre-crisis boom period is also included. 

The second issue relates to the impact of the banking sector on GDP. For this purpose, most previous studies attempt to estimate a GDP trend that shows how GDP would have developed without the occurrence of the crisis. However, this procedure does not distinguish between deviations of actual and trend GDP caused by the banking crisis or by other economic shocks. Therefore, this study proposes to estimate two different trends of GDP, which basically differ in the basis of years taken for their estimation. While the first trend includes only years up to the occurrence of the crises, the other trend includes also years during and after the crises. Thus, the first trend emphasizes the impact of the banking sector driven pre-crisis boom period on the following decline in GDP growth rates, while the second trend incorporates the impact of the overall economic activity on the development of GDP. Thus, an approximation between deviations in output potentially related to the banking crises and those that would have been realized even without their occurrence is made.
The third issue relates to the determination of the appropriate output loss measure. The IMF (1998) study uses the cumulative differences in output growth rates between trend and actual GDP, while Hoggarth et al. (2002) , as well as this study, sums up the cumulative differences in the levels of annual GDP from trend during the crisis period. In the following, these methodological issues are discussed in more detail.

5.1 Dating of the banking crises 

The precise dating of a banking crisis is difficult. In order to date banking crises, quantitative indicators have been introduced by a number of authors. Boyd et al. (2001) uses a substantial drop in a bank share index relative to a market index to date the beginning of a crisis. However, bank share indices are not available for many countries, and even if such an index is available, it is difficult to determine what a substantial drop in a bank share index is. Kaminsky and Reinhart (1996) determine the beginning of a crisis by events that lead to “…the closure, merging, takeover, or large-scale government assistance of an important financial institution, that marks the start of a string of similar outcomes for other financial restitutions…”. However, this criterion ignores the fact that banking problems may be hidden for a long time until being detected and revealed by negative economic shocks. Dziobek and Pazarbasioglu (1997) date a crisis to the point in time when “…problems affected banks which, in aggregate, held at least 20 per cent of the total deposits of the banking system.” Demirguc-Kunt and Detragiache (1998) use four criteria, such as the ratio of nonperforming assets to total assets exceeding 10 per cent, nationalization of banks, extensive bank runs or fiscal costs of banking crisis resolution exceeding 2 per cent of GDP. For a crisis to be identified, it is sufficient, that one of the given criteria is present. The variety of quantitative criteria reflects the fact that banking crises have various causes and arise in different ways. Thus, single quantitative indicators are likely to be misleading. Caprio and Klingebiel (2003) instead base the classification of episodes of banking crises on the subjective judgements of expert opinion, a criterion used by Hoggarth et al. (2002) as well as other subsequent studies
. This procedure has the advantage that it reflects the best judgement of financial experts based on several economic indicators. 

This classification of banking crises mainly identifies the periods with overt banking distress. Also, it identifies the timeframe when systemic banking problems have become widely visible up to the point of time where the normal functioning of the banking sector is restored, e.g. after successful restructuring operations and/or restoration of profitability in the banking sector. However, this timeframe does not necessarily coincide with the period of the malfunctioning of the banking sector. As argued above, it may be reasonable to adjust the estimates of gross output losses with some of the output gains from the pre-crisis boom period.  And, when dating the end of the crisis period, the fact that banks regain profits does not really tell us that the banking sector has been restored. Thus, non-financial firms may still suffer from inadequate lending due to excessive risk-averse banks and GDP may be at a level below trend even after a proper functioning of the banking sector has been restored.

In order to tackle this problem, two endogenous criteria have been proposed to date the end of the crisis. The first one is used by the IMF (1998) and defines the end of crisis as the point of time when output growth returns to its trend. This means that the cost evaluation of a crisis stops when the actual GDP growth rate convergences to a predefined trend growth. This, however, ignores the fact that the actual output level may be below the trend level when growth trend convergence is reached. Thus, this method tends systematically to underestimate output losses. The second criterion, used by Mulder and Rocha (2000), dates the end of crisis at the point of time when actual level of GDP reaches its counterfactual trend level. This method tends to give higher output losses and a longer duration of the crisis.

The different dating proposals give very different crises durations and have thus consequences for the calculation of output losses. The IMF method (output growth returns to its trend) results in longer or shorter durations of crises compared to the Caprio and Klingebiel criterion, depending on the particular country. The level convergence criterion tends to increase considerably the number of years included in the output loss calculation, which leads to higher estimates of output losses. If the drop in output during the crisis period is large, level convergence may take several years after an economic recovery following the crisis. Thus, the use of this criterion has been rather limited.
Estimates of output losses are clearly very sensitive to the dating method used and the resulting length of the banking crisis. Differences in trend estimation methods may also influence the dating and therefore the output loss estimates. However, the Caprio and Klingebiel criterion is independent of such estimated trends. Therefore, taking into account the sensitivity of the trend estimation criteria, this study prefers the dating method of Caprio and Klingebiel. This also facilitates a comparison between our gross and net estimates of the welfare costs with those in Hoggarth et al. (2002). Table 2 presents the differences in crises duration due to the different dating methods.

	Table 2              Dating period used in the output loss calculations(1)  

	
	Gross output losses
	Dating in this study(3)


	
	IMF (1998) approach(2)  
	Hoggarth et al. (2002) 
	Hoggarth approach with output level convergence   
	Gross output losses
	Net output losses (4)

	Finland
	1991-1993
	1991-1993
	1991-1997
	1991-1993
	1987-1993

	Norway
	1988-1993
	1988-1992 
	1988-1996
	1988-1992 
	1985-1992

	Sweden
	1991-1993
	1991
	1991-1998
	1991
	1986-1991

	
	Number of years included in the output loss calculation

	Finland
	3
	3
	7
	3
	7

	Norway
	6
	5
	9
	5
	8

	Sweden
	3
	1
	8
	1
	6

	(1)The assumptions of trend estimation, which is used in the dating of the crises (except the Hoggarth et al. (2002) dating periods) are explained in the following subchapter.
(2) Beginning of crisis as Hoggarth et al. (2002). End of crisis when output growth returns to trend. 

(3) Follows the Hoggarth et al. (2002) dating periods.

(4)  Includes the pre-crisis boom period. Output loss calculation ends with Hoggarth et al. (2002) dating periods.


The IMF approach yields longer durations of the banking crisis for Norway and Sweden, and the same duration for Finland as Hoggarth et al. (2002). The recovery in GDP growth rates after the banking crisis was more gradual in Norway and Sweden, so that it took longer time to reach the relatively high pre-crisis growth rates. In contrast, Finland experienced a strong rebound in growth in 1993, so that trend growth of output was reached faster. As argued above, the output level convergence criterion results in the longest crises durations for gross output loss estimations. This is not surprising, since it takes time to regain the pre-crisis output level. 

In the last column, the suggested durations for estimation of net output losses are shown. The extension in years is considerable for all countries when compared to the gross output losses. Thus, the boom periods add three additional years for Norway and five for Sweden to the estimation of output losses. This extension in duration obviously lowers gross output loss estimates. This effect is strongest for Sweden, where the estimation period is increased from one to six years.

5.2 Estimating GDP trend growth

Estimates of output losses are based on the cumulative differences between the actual level (growth) and a trend level (growth) of GDP. Therefore, it is important to apply a trend estimation method that takes into account the specific characteristics of actual GDP development in the countries analysed in this study. In particular, it is useful to link business cycles to the method of trend estimation, in order to avoid trend over- or underestimations.
One straightforward method of calculating a GDP trend is to assume that output would have grown at the same constant rate as in the past. This approach has been used by the IMF (1998), which estimated the trend based on the arithmetic average growth rate of output in the three-year period prior to the crisis. However, this method tends to overestimate the trend growth rate, since most crises start at the peak of or immediately follow a boom period. Applying this method to the three Nordic countries results in GDP levels that are far above actually realized GDP level. This is clearly a sign of overestimated trend growths of GDP.

Another method of trend estimation is the use of a Hodrick-Prescott (HP) filter. HP filters are standard tools of obtaining output trend estimates that more closely reflect potential output
. Hoggarth et al. (2002) bases their filter on GDP-data ten years prior to the crisis and then uses this trend to predict potential output over the banking crisis period. The choice of ten years results for the Nordic countries in the incorporation of only uncomplete business cycles, leading thus to overestimated or underestimated trend growth. Furthermore, using the average trend growth rate prior to the crisis to predict potential GDP during the crisis implies a constant trend growth during the crisis. This ignores the fact that growth rates tend to fall after the boom period. Since the Nordic banking crises broke out on the peak of or shortly after the boom period, the assumption of a constant trend growth results in upwardly biased trend growth estimates.
A second method of trend estimation used by Hoggarth et al. (2002) is to base the forecast of GDP growth on OECD projections for output growth just before the outset of the crisis
.  The advantage of this measure is that it accounts for changes in GDP growth, which take place before the onset of a banking crisis. Thus, a part of future output losses are automatically ascribed to economic forces which are not directly linked to the banking crisis. Therefore, the risk of potential overestimation of output losses is reduced with this estimation method. 
 In order to tackle potential biases in trend estimation, the following approach is suggested here: For each of the three Nordic countries, trend estimation is based on three complete business cycles. Including three complete business cycles – rather than one or two business cycle – should yield more precise projections of a cyclical trend GDP. This is so, since a short-term trend estimation period overvalues the impact of short-term economic shocks, while undervaluing longer-term economic developments that are also important for business cycles. Furthermore, since all the Nordic banking crises start during boom periods, our trend estimation has to start at the bottom of the first business cycle included in the estimation in order to attain three complete business cycles 
. This corrects for the large influence of the pre-crisis boom period on trend estimation and also the arbitrary starting point (in relation to the cycle) for the trend estimates in Hoggarth et al. (2002). Potential output is then estimated by the use of a spline filter (Tspline), which has the advantage of estimating falling or increasing growth rates over time depending on the past performance of GDP
. Thus, considering the disadvantages of the assumption of a constant growth rate, a spline filter yields a more realistic trend line.As depicted in figures 1 to 4 in the appendix, the filter results in a more or less constant growth rate of GDP for Norway and falling growth rates over time for Finland and Sweden. This is to be expected, since the Norwegian banking crisis occurred shortly after the boom period, while the Swedish and Finnish crises occurred at the peak of the boom period, thus necessitating a stronger realingment of growth rates during the crises.
In order to discriminate between deviations in output related to the banking crisis and the general business cycle, a second trend (THP) is estimated in addition to Tspline. In contrast to Tspline, THP covers the entire estimation period, i.e. from the beginning of the bottom of the first business cycle up to 2001. Thus, like Tspline, THP comprises the potential banking crisis impact on GDP growth. But additionally to that, THP includes the impact of economic forces, which influenced the development of GDP in the wake of the crisis, since GDP data up to 2001 is included in its estimation. Moreover, THP describes the long-term trend of GDP, while Tspline gives stronger weigth to the impact of the pre-crisis boom period on the development of the GDP trend. Consider e.g. figure 4. Since Tspline uses only data up to the outbreak of the crisis, the Tspline trend starts from a higher level of GDP than the THP trend, which also includes data of the following recession. The resulting difference in trends is thus related to a different weigthing of data points for their impact on GDP trend development. 
While the IMF (1998) and Hoggarth et al. (2002) use data up to the outbreak of the crises, basically the same as the Tspline, it is clear from the above discussion, that the only use of this trend can lead to an overvaluation of the impact of the pre-crisis boom period on the estimation of a GDP trend. Here the use of the THP trend counteracts this overvaluation by allowing for a consideration of the longer-term development of the GDP trend. A comparison of the two trends allows thus for two things. First, it reduces a potential bias in output loss calculation by properly weighting short-term and long-term economic influences. Second, it allows more precisely to measure the particular impact of the pre-crisis boom period on the development of a GDP trend. Thus, comparing THP to Tspline allows us to ascribe one part of the overall business cycle to the particular impact of the pre-crisis boom period and another part to general economic developments that are possibly unrelated to the effects of the banking crises. Therefore, in the following calculation of output losses an approximation can be made, to what extent output losses incurred during the banking crises can be related to output losses incurred by the crisis or by a general economic development. 

The resulting average trend growth rates during the banking crises are presented in Table 3, while trend lines are presented in the Appendix in figures 1 to 4. 

	Table 3          Estimated GDP trend growth rates, averages during the banking crises 

	
	Norway
	Norway- Mainland
	Finland
	Sweden

	IMF method(1)
	3.61
	3.67
	3.53
	2.15

	Hoggarth et al. (2002) (2)
	3.13
	2.75
	3.14
	2.25

	Tspline(3)
	2.67
	2.19
	2.63
	2.02

	THP(4)
	3.29
	1.91
	2.54
	2.07

	(1) Trend based on the arithmetic average growth rate of output in the three-year period prior to the crisis. Own calculations, since growth rates were not directly available from IMF (1998).

(2) Based on a HP filter with GDP-data ten years prior to the crises. Norway-Mainland trend growth-rate estimated in this study.

(3) Own calculations, based on a spline filter with GDP-data on three complete business cycles prior to the crisis.

(4) Own calculations, based on a HP filter with GDP-data from the lower peak of the first business cycle up to 2001.


First, as expected both the IMF and Hoggarth growth rates are generally higher then the corresponding Tspline estimates. Second, for all countries Tspline and THP provide different values, although the difference is minor for Sweden. The difference between Tspline and THP can be due to the impact of the banking crises. Third, the results show that it is important to differentiate between total and mainland-Norwegian GDP in the output loss calculations (the difference being the large Oil sector). The Tspline growth rate is lower than the THP growth rate for total Norwegian GDP while it is higher for mainland GDP. This suggests, that the impact of the banking crisis was negative for mainland-Norwegian GDP, since the average trend growth rate of GDP during the banking crisis is lower when the years during and after the banking crisis are used for the estimation of the trend (THP). In contrast to that, the higher average growth rate of THP for total Norwegian GDP suggests that the banking crisis actually had no negative impact on total Norwegian GDP growth during and after the crisis.  Similarly,  the positive gap between the average trend growth rates for Finland suggests, that the trend growth rate of GDP was lowered even after accounting for the strong and fast recovery of the Finnish recovery after the banking crisis. Thus, the Finnish banking crisis seems to have had real negative effects on the performance of GDP. However, this does not seem to be the case for Sweden, since the trend growth rates are nearly equal. 
Bearing in mind the former discussion on the differences between the evolution of the crises and the recovery of the economies in the three economies, the results seem justifiable but have to be interpreted with caution. Finland experienced  the strongest recession and the slowest recovery of the banking sector, thus justifying the result above. Norway had the “early warning”  of the oil price shock and a fast economic recovery, thus the lack of a negative impact of the banking crisis on overall GDP performance. However, the remaining results for mainland-Norwegian GDP and Sweden are more difficult to interpret, since Sweden experienced stronger problems in the banking sector than Norway and should thus have in principle more detectable differences in trend growth rates between THP and Tspline .It has thus to be kept in mind that the two trend lines are only a rough approximation for differences in trend growths related to the banking crises and the general business cycles. 
5.3  Output loss measure
The final methodological issue relates to the actual measure of output losses. IMF (1998) proposes to measure output losses by summing up the differences between the growth rates of the trend and actual GDP. As pointed out by Mulder and Rocha (2000) and Hoggart et al. (2002), the focus on growth rates ignores the output losses generated by lower output levels that are carried over through the subsequent years of crisis. This method therefore underestimates output losses in crises that last longer than two years
. In order to avoid this underestimation, they calculate output losses as the cumulative difference between the levels of trend and annual GDP during the crisis period. Thus, the total shortfall of output relative to the trend is measured. As shown by Hoggarth et al. (2002) the two measures of output losses are only weakly correlated, and they systematically yield different results. Although measuring differences in levels rather than in growth rates yields a better estimate of the total shortfall of GDP relative to a trend GDP, the resulting output losses show a higher variance. This is mainly due to their sensitivity to the duration of the crisis. Thus, the longer a crisis lasts, the higher the expected deviation in output losses across the two measures. Because of the tendency of the growth rates method to underestimate output losses, this study measures deviation in levels of actual and trend GDP, as in Hoggart. 
5.4 Summary of methodological issues

Table 4 summarizes the main methodological issues involved in the estimation of output losses.

	Table 4               Summary of methodological issues 

	
	Preferable measure
	Difficulties involved
	Other studies

	Beginning 

of crisis 
	The inclusion of the pre-crisis boom period allows calculating net output losses during the banking crises.
	Only an approximation, because banking sector impact on GDP is not determined by an appropriate model.
	No inclusion of the boom period.

	End of crisis
	The use of the Caprio and Klingebiel criterion identifies the period, during which banking distress most probably effects the real economy leading to potential output losses.
	Underestimation of output losses, if level convergence of actual and trend GDP is not reached.
	IMF uses growth rate convergence.

Hoggarth et al. (2002) use the assessment of finance experts.

	Trend estimation
	Estimating two trends approximates for the separation of output losses due to the activity of the banking sector and the overall business cycle.
	Differences in trends may be due to other economic factors than the banking crisis.
	Only one trend estimated on data up to the crisis period.

	Output loss measure
	Summing up differences in levels between actual and trend GDP avoids the bias resulting from summing up growth rates.
	The large sensitivity of this measure relative to trend estimation and crisis duration can result in unreasonable output loss estimates.
	IMF measures differences in growth rates, while HRS measures differences in levels.


6 Estimates of output losses

6.1 New estimates of output losses

Table 5 presents the new estimates of gross and net output losses, as well as the corresponding estimates from the IMF and the Hoggarth studies. The estimates in the first three columns show gross output losses based on cumulative differences in the growth rates (IMF) or levels (Hoggarth and this study) between the trends that use GDP data up to the outbreak of the crises and actual GDP. The numbers in parentheses in the Hoggarth study are based on OECD forecasts of GDP growth just before the outset of the crises, as described earlier in the text (GAP3 in the Hoggarth study). The estimates between the studies vary considerably: For Norway and Finland, the estimates based on the IMF method are considerably lower than the Hoggarth (GAP2) or TSPLINE estimates. This is mainly due to the fact that the IMF method considers differences in growth rates rather than in levels of GDP. For Sweden, the higher estimate is due to the longer estimation period used by the IMF method for this country. For all countries, the TSPLINE estimates are lower than the corresponding Hoggarth (GAP2) estimates, reflecting the lower trend growth rates of GDP used in the TSPLINE estimates. 
The estimates in the fourth column show output losses that are corrected for the impact of overall economic activity on GDP trend. This is done by measuring the cumulative differences in levels between THP and actual GDP and by substracting  them from the output losses estimated in column three.
	Table 5        Cumulative output losses in per cent of GDP 

	
	Gross output losses
	Net output losses(5)

	
	IMF (1998) method(1)
	Hoggarth et al. (2002)(2)
	This study 
	

	
	
	
	TSPLINE(3)
	TSPLINE minus THP (4)
	

	Norway 
	9.8
	27.1 (11.2)
	21.6 
	12.9       
	6.8

	Norway- Mainland 
	16.1
	39.3
	31.4 
	20.6      
	4.1

	Sweden 
	11.8
	3.8 (2.5)
	3.3 
	2.2      
	-8.8

	Finland
	22.4
	44.9 (24.6)
	44.5 
	28.8        
	10.8

	(1) Output losses based on cumulative differences in growth rates between trend and actual GDP during the crisis period. Trend growth rates as in table 4, row 1.
(2) Output losses based on cumulative differences in the levels between trend and actual GDP during the crisis period. Trend growth rates as in table 4, row 2. Norway (total GDP), Sweden and Finland as in Hoggarth et al. (2002), Norway-Mainland based on own calculations. The numbers in parentheses are the GAP3 results, i.e. trend growth corresponds to OECD forecasts of GDP growth just before the outset of the crises.
(3) Dating of crises same as in Hoggarth et al. (2002). Output losses based on cumulative differences in the levels between TSPLINE and actual GDP during the crisis period. 
(4) Output losses between THP and actual GDP are subtracted from the output losses in (3), as these are assumed to be unconnected to the effects of the banking crises.
(5) Beginning of output loss calculation is the pre-crisis boom period. End of crisis is same as in (2), (3) and (4). Negative output losses, i.e. output gains from the boom period, are subtracted from output losses in (4). 


Adjusting thus the output loss estimates given by the TSPLINE estimates (in the third column) for the general economic impact on GDP trend growths results in considerably lower output loss estimates for all three countries (in the fourth column). Interestingly, output losses based on this methodology are surprisingly close to the GAP3 estimates in Hoggarth et al. (2002).
 This is the more surprising, since the ways taken by the two studies to come to these results are quite different. This can be interpreted as a confirmation of the robustness of the results achieved in this study. It seems, that the necessary correction of overestimated average trend growth rates, that is achieved through the use of OECD forecasts of GDP growth  prior to the crises, is also sufficiently achieved through the use of the two trend lines in this study. Simultaneously, the results suggest, that output losses based exclusively on HP-filter trend estimation are highly overestimated. It is crucial to discriminate between deviations in output related to the banking crisis and the general business cycle, in order to achieve satisfactory estimations of output losses during banking crises.

In addition to that, the results suggest that around 64% of the cumulative output losses are due to banking crises, which is lower than the 85% measured by Hoggarth et al. (2002).
 However, both figures are high and show thus the potentially high cost of banking crises for GDP performance. It should be stressed, however, that these numbers do not match the qualitative evidence of a lack of signs of a credit crunch in all three countries. It will remain for future research to reconcile these two facts. 

Another result is, that as expected in the discussion of trend growth rates, output losses are considerably higher for Norway-Mainland than for total Norway GDP, reflecting the importance of the oil industry for the Norwegian GDP, which is relatively independent of the overall business cycle. 
 Also the IMF method yields estimates that are close to our new estimates. However, this similarity is accidental, as both studies use different dating periods and different output loss measures. 

Finally, the new estimates for net output losses are considerably lower than the corresponding gross output losses, reflecting the potential positive impact of the banking sector on GDP growth during the boom period. Sweden’s negative net output loss, i.e. an output gain, could indicate that the positive impact of the banking sector during the boom period was stronger than its negative impact during the crisis. However, this result is also sensitive to the one year duration of the crisis, which may actually be too short a crisis period. In contrast, the net output losses for Finland and Norway show that the negative welfare impact of the baking crisis was considerable, even when we account for the positive impact of the pre-crisis liberalization period.
 
In contrast to the qualitative evidence that there was not much signs of a credit crunch or negative impact on economic activity from the banking crisis in the Nordic countries, the gross estimates of output losses for Norway and Finland suggest that economic activity was in fact negatively affected. This contradiction in qualitative and quantitative evidence stresses the need for further research on the effects of banking crises on the real economy. Part of the contradiction is due to the various uncertainties involved in the estimation procedure. To be able to relate more directly the effects of banking activity, and in particular banking crisis, on GDP growth, it is necessary to establish a causal relationship between banking activity and GDP. 
6.2 Shortcomings and refinements 

The most important shortcoming of the current methodology is the lack of a formal framework linking a banking crisis to output losses. Therefore, it is hard to evaluate whether the estimated output losses can be ascribed to a banking crisis or an overall economic recession. One way to test whether banking crises impose costs on the economy is to study potential transmission mechanisms from the banking sector to the real economy. Thus, it may be useful to study the credit crunch hypothesis for Norway and Sweden, as this has already been done for Finland. 

Another way to test whether banking crises impose costs on the economy would be to use a full scale macroeconomic model to study the counterfactual development of the Norwegian economy without a banking crisis, and then compare this with the actual GDP development. For Norway this can be done within the framework of Norges Bank's macroeconomic model RIMINI. The model has already been extended to include a sub model for financial sector losses explained by various indicators of financial fragility. Including the volume of bank intermediation and financial sector efficiency in the model could capture important features of the banking sector, which affect economic growth, and thus help to explain output losses.

7 Conclusions

The purpose of this study has been to yield new estimates of economic costs of banking crises in Finland, Norway and Sweden, and to compare these new estimates with similar estimates in the reference studies of the IMF (1998) and Hoggarth et al. (2002). The main innovations of the current study are: (i) The inclusion of a net output loss concept, which takes into account potential growth benefits of GDP incurred by the banking sector during the pre-crisis boom period,
 and (ii) the attempt to separate the negative impact of the banking sector on GDP growth from the overall cyclical GDP developments. The main conclusions of the study are as follows: 
Gross output losses are lower than suggested by Hoggarth et al. (2002), when they are exclusively based on a conventional HP filter estimation technique. However, gross output losses from this study match very closely with GAP3 estimates from the Hoggarth et al. (2002) study, which are based on OECD forecasts of GDP growth before the outset of the crises. The main reason for the similarity of results is that both measures try to discriminate between deviations in output caused by the banking crisis and the general business cycle, in order to achieve satisfactory estimations of output losses. The results thus suggest that output losses based exclusively on HP-filter trend estimation are highly overestimated. It is crucial to discriminate between deviations in output related to the banking crisis and the general business cycle, in order to achieve satisfactory estimations of output losses during banking crises. The IMF (1998) estimates also match the results of this study, although this is rather accidental, as their estimation techniques differ considerably. This shows that the conclusions are indeed sensitive to the technique used to estimate the GDP trend growth, but that they nevertheless converge around rather similar numbers for each country. 

The estimated net output losses are even lower, and actually suggest a slight net gain from pre-crisis financial liberalization period for Sweden. The net cost of the banking crisis is still substantial for Norway and Finland, but much less than the commonly quoted estimates. Again, our results are sensitive to the estimation procedure, e.g. the estimates includes only the boom-bust period, i.e. the long-run effects of the liberalization may well be positive for Norway and Finland. 

The uncertainties involved in the estimation of output losses, such as the dating of the crisis period, the estimation of an appropriate GDP trend, as well as the lack of an underlying causality analysis between banking crises and output losses, clearly point to a need for further research in this area.

Appendix

Figure 1
Trend estimates for Norwegian GDP
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Figure 2
Trend estimates for Norwegian Mainland GDP
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Figure 3
Trend estimates for Swedish GDP
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Figure 4
Trend estimates for Finnish GDP
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� Caprio and Klingebiel (2003) present evidence on 117 crises that have occurred in 93 countries since the late 1970s.


� See Bernanke (1983) and Bernanke and Gertler (1995). For a survey of American literature on the issue of a credit crunch see Sharpe (1995). 


� In a study on 53 countries during the period 1980-1995, Demirgüç-Kunt and Detragiache (1998) confirm that financial liberalization increases the probability of a banking crisis to occur. In a recent study on three banking crises in Norway since the 1890s, Gerdrup (2003) suggests a strong causal link between financial fragility induced by financial reforms and banking crises.


� Hoggarth et al. (2002) yield an overview over the fiscal costs of 24 banking crises between 1977 and 2000. For policy recommendations to reduce the fiscal costs of crises, see Honohan and Klingebiel (2000). Sandal (2002) reports estimates of gross and net fiscal costs for Norway, finding them to be significantly smaller than in Sweden and Finland. This may partly be due to the quick resolution of the Norwegian crisis, but may of course also reflect the depth of the banking crisis in the two other countries and the high level of bank intermediation.








� For a more detailed discussion of the Norwegian banking crisis, see Gerdrup (2003), Steigum (2003), Sandal (2002), Drees and Pazarbaşioğlu (1998) or Stortinget (1998).


� See Steigum (2003).


� For a more detailed discussion of the Swedish and Finnish banking crisis, see Jonung (2002), Englund (1999), Drees and Pazarbaşioğlu (1998) or Vihrälä (1997).


� Simple sums estimate; see Sandal (2003) for present value estimates. 


�The counterfactual growth rate is based on the past performance of trend GDP. 


� The first classifications by Caprio and Klingebiel according to this criterion appeared in 1996 and 1999.


� In contrast to the method mentioned before, a HP-trend results in a smoothed business cycle. The extent of smoothing depends on the a priori choice of the λ-factor of the smoothing function. In studies of annual data the smoothing factor is often set to 100. A higher value of λ leads to a stronger smoothing of data, while a lower value results in a trend, which more closely follows the actual data. For comparative reasons this study chooses the same value as Hoggarth et al. (2002), i.e. λ =100.


� This corresponds to the GAP3 measure in Hoggarth et al. (2002), see p. 838.


� The resulting starting years of trend estimation are 1973, 1976 and 1977 for Norway, Finland and Sweden respectively.


� The algorithm to compute the spline is discussed extensively in Green and Silverman (1994, Chp. 2 and


3). The bandwidth parameter has been chosen to be identical to a HP filter estimation.


� Hoggarth et al. (2002) gives an accurate mathematical relationship between output loss measures based on growth rates and levels.


� Their GAP3 estimates for output losses for Finland, Japan and Norway are actually substantially lower than their GAP2 estimates, and closer to ours, as “these countries had just entered recessions at the onset of crisis”.


� The 64% is the average of the  divisions between the output loss estimates in column four and three.  


� This reflects that the activity level of the Norwegian oil industry.


� As usual the results must be interpreted with care. Johnston and Pazarbasioglu (1995) compare economic growth performance for crisis- and non-crisis countries after financial sector reforms.  While the non-crisis countries improved economic growth, financial liberalization seems to have had negative effects on economic growth and efficiency in crisis countries. Using a macroeconomic model for the Norwegian economy, Hove and Moum (1997) find that about 2/3 of the Norwegian business cycle from 1985-1995 can be ascribed to the liberalization of the credit market, i.e. most of the economic upturn was a direct result of the liberalization, while it contributed only in a minor way to the economic downturn. Their result therefore suggests a net gain of liberalization for the Norwegian economy.





� The motivation for this approach is the argument that banking crisis typically are a result of rapid growth in bank lending during the pre-crisis period characterized by high optimism among banks, firms and households.


� The exception is the IMF estimate for Sweeden, which is much higher than both Hoggarts and ours, due to their longer crisis period. 
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