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1 Introduction.

After being initiated by New Zealand in 1990, inflation targeting (hereafter
IT)! has been adopted by a large number of industrial and emerging countries
as a strategy to conduct monetary policy. Several studies have found evi-
dence that adopting an IT strategy has lead to overall economic performance
(Bernanke and Mishkin, 1997; Svensson, 1997; Mishkin and Schmidt-Hebbel,
2007). More specifically, the adoption of IT by some emerging countries
has helped to reduce the level and volatility of inflation in these countries
(Gongalves and Salles, 2008; Lin and Ye, 2009; De Mendon¢a and Guimaraes
e Souza, 2012).

The contribution of this paper is to examine the impact of IT on the un-
covered interest parity (hereafter UIP) condition through the reducing effect
of I'T on inflation uncertainty in emerging countries. The forward bias puzzle
(hereafter FBP) referring to the failure of UIP to hold is well documented
(Fama, 1984; Bansal and Dahlquist, 2000; Chinn and Meredith, 2004; Ito and
Chinn, 2007; Frankel and Poonawala, 2010; Farhi and Gabaix, 2016). The
forward premium puzzle (hereafter FPP) (i.e. a negative correlation between
the expected currency depreciation and interest rate differential reflecting)
which is an extreme form of the FBP occurs in developed economies but not
in emerging countries. This feature is explained by the high level of inflation
uncertainty in the latter ones (Bansal and Dahlquist, 2000 and Frankel and
Poonawala, 2010). More specifically, as noticed by Bansal and Dahlquist
(2000), the absence of FPP in emerging countries is consistent with the rea-
soning developed in models incorporating non-Fisherian effects (Lucas, 1990;
Fuerst, 1992). In these models, in presence of high inflation uncertainty or
high expected inflation the Fisherian effects are overwhelming. However, in
low inflation environments, the non-Fisherian fundamentals can be predomi-
nant. As emerging economies display large inflation uncertainty and/or high
expected inflation the Fisherian relation between expected depreciation and
the interest rate differential holds. As a result, the FPP is absent. On the
contrary, as developed countries are generally low inflation economies, the
non-Fisherian effects are important, leading to the FPP. Recently, Farhi and

Following the literature inflation targeting is defined as a framework characterized by
the five components listed by Mishkin (2000): “1) the public announcement of medium-
term numerical targets for inflation; 2) an institutional commitment to price stability
as the primary goal of monetary policy, to which other goals are subordinated; 3) an
information inclusive strategy in which many variables, and not just monetary aggregates
or the exchange rate, are used for deciding the setting of policy instruments; 4) increased
transparency of the monetary policy strategy through communication with the public and
the markets about the plans, objectives, and decisions of the monetary authorities; and 5)
increased accountability of the central bank for attaining its inflation objectives.”



Gabaix (2016) develop a disaster-based tractable framework for the analy-
sis of exchange rates and show that the UIP tends to be hold in countries
with very variable inflation (typically countries with high average inflation).
Based on this reasoning and evidence, we conjecture that, by lowering in-
flation uncertainty, the adoption of IT in some emerging countries can lead
to the appearance in these countries of the forward bias puzzle, in contrast
with the non-adopting IT emerging countries. We test this conjecture in this
paper.

To this end, we conduct an empirical investigation using quarterly data
on 31 emerging countries (among which 16 are IT countries) from 1990Q1
to 2014Q3. Our results are consistent with the conjecture that 1T strongly
modifies the pattern of interest rates determination which reverberates on
the behavior of exchange rates. Specifically, we find that the implementation
of IT in emerging countries expand the FBP, i.e., weakens the Fisherian re-
lation between expected depreciation and the interest rate differential (UIP
condition). We show that this reflects the fact that IT helps lowering inflation
level and volatility which renders non-Fisherian fundamentals predominant
in the determination of the exchange rates. This finding holds after control-
ling for country-specific effects, time-specific effects, global disinflation and
exchange rate management. It still holds when we use alternative economet-
ric techniques.

The rest of the paper is organized as follows. Section 2 provides the
theoretical background on the link between inflation targeting and the FBP.
Section 3 describes the data used in the empirical estimation. Section 4
presents the empirical analysis and discusses the results obtained. Finally,
Section 5 gives concluding comments.

2 Inflation targeting and forward bias puzzle
in emerging countries.

2.1 The Fama regression.

Given open international bond markets, the no-arbitrage condition of covered
interest parity (hereafter CIP) requires

fE = s =it =iy, (1)

where s; is the logarithm of the spot exchange rate at time ¢ expressed as
the domestic currency per unit of the foreign currency (the US dollar), fF
represents the logarithm of the corresponding forward rate set at time ¢,



payable at ¢ + k; if and ifjg, denote the nominal interest rates observed at
time t on k-period maturity risk-free bonds in domestic currency and the
U.S. dollar, respectively.

The CIP condition implies the equality between the forward discount rate
and the interest rate differential. Thus, any premium in the forward discount
rate must be reflected in the interest rate differential. The forward premium
(fF —s,) is related to the expected depreciation (E(AsF|I,) = E(si1|l;) —s¢)
and the forward risk premium (f¥ — E(s;y1|1;)) as follows:

[ =se= E(As{|L) + ff — E(sisnl L) (2)

where E(.) is the expected value operator and I; is the set of information
available at time t. The forward premium is the sum of the expected currency
depreciation E(AsF|I;) and the forward risk premium fF— E(s;,x|I;). There-
fore, given the forward premium, information on the expected depreciation
(forward risk premium) suffices to restrict the forward risk premium (respec-
tively, expected depreciation). Under the assumption that the forward risk
premium is null (the forward exchange rate is equal to the expected exchange
rate), we obtain the uncovered interest parity (UIP) condition:

E(Asj|1) = E(seil ) — s =i — gy (3)

In absence of evidence on market expectations of future exchange rate,
assuming rational expectations is a commonly used solution for testing UIP
(Equation (3)). Under the assumption of rational expectations, the ex post
realized change in the exchange rate is given by

Asy = sp — 50 = (if — iyg,) +0f (4)

where v = s, — E(s¢4x|I;) is a white noise error that is uncorrelated with
information available at time ¢ (1;).

In an econometric perspective, the following regression model, called the
“Fama regression”, is considered:

Asf=a+ plif —ifis,) +ef, t=1,...T (5)

Under UIP, the intercept a = 0, the slope parameter g = 1, and the error
term eF (the rational expectations forecast error under the null hypothesis)
must be uncorrelated with any information known at time ¢ (Fama, 1984).
The rejection of UIP condition (specifically § # 1), or equivalently the
forward bias puzzle (FBP), is well documented (Fama, 1984; Bansal and
Dahlquist, 2000; Chinn and Meredith, 2004; Ito and Chinn, 2007; Frankel



and Poonawala, 2010). Empirical studies often find a negative 5. The find-
ing of a negative § has counter-intuitive implications and is referred to as
the forward premium puzzle (FPP). As shown by Fama (1984), the departure
from S equal to one implies a time-varying risk premium. He noticed that the
slope-coefficient, 3, in Equation (5) is equal to Cov(dF, d~ +pf)/V ar(dF +pf)
where df denotes the expected currency depreciation (df = E(Asf|I;)), and
pF is the forward risk premuim (p¥ = f¥ — E(s;4|I;)). Thus, the finding of a
negative slope-coefficient implies that the risk premium is more volatile than
the expected depreciation, while a slope-coefficient bigger than one implies
the opposite. More importantly, the finding of a negative slope-coefficient
implies that the aggregate risk in the economy (the volatility of the intertem-
poral marginal rate of substitution) must be lower when the level of interest
rate is high (Bansal, 1997).

A few studies have tried to explain the FBP. Bansal and Dahlquist (2000)
investigate whether the forward bias is related to macroeconomic fundamen-
tals (income, inflation, country risk) that characterize the cross-sectional
dispersion in the risk premium. Using data on 28 developed and emerging
countries, they find that the FPP is not a pervasive phenomenon because
it is confined to high income economies. Specifically, they obtain evidence
that countries with lower per capita income, higher inflation uncertainty
and high credit risk rating have larger slope coefficients. This result is
consistent with the explanation put forward in models incorporating non-
Fisherian effects (Lucas, 1990 ; Fuerst, 1992). In these models, in presence
of high inflation uncertainty or high expected inflation the Fisherian effects
are present and overwhelming. However, in low inflation environments, the
non-Fisherian fundamentals can dominate. Therefore, in emerging and low
income economies characterized by large inflation uncertainty, the forward
discount should point in the right direction (the FPP should be absent).
On the contrary, in developed countries which are generally low inflation
economies, the non-Fisherian effects are important, leading to the FPP. In
other words, as noticed by Frankel and Poonawala (2010), it should be easier
to forecast the direction of movement of the spot rate (through UIP rela-
tion) in emerging economies, more prone to high inflation, than in developed
countries for which the exchange rate behavior is closer to a random walk.
Recently, Farhi and Gabaix (2016) build a disaster-based tractable frame-
work for the analysis of exchange rates and point out that the UIP tends to
be hold in countries with very volatile inflation (typically countries with high
average inflation).



2.2 Can inflation targeting be conducive to the for-
ward bias puzzle in emerging countries?

A monetary strategy such as I'T has the objective of obtaining a low-inflationary
environment. It is with such an objective that many emerging countries
adopted IT. We conjecture that, if it proves effective, the implementation
of a low-inflation environment by means of I'T should be conducive to the
forward bias puzzle and may lead to the appearance or the reinforcement
of the FBP, for the same reason as in the developed countries, summarized
above.

Empirical studies confirm that I'T is conducive to a low-inflation environ-
ment (both in level and in variance) in emerging countries. To control for
mean reversion, Ball and Sheridan (2006) use a difference-difference approach
on 20 industrial countries and do not find a contribution of IT in reducing
the level and the volatility of inflation. On the contrary, employing the same
approach on a subset of 36 emerging economies, Gongalves and Salles (2008)
found that I'T was instrumental in reducing inflation level and volatility. To
address the self-selection problem of policy adoption, Vega and Winkelried
(2005) employ the propensity score matching (PSM) technique on data from
109 countries (23 inflation targeting countries) over the period 1990 to 2004
and find that IT has helped in reducing the level and volatility of inflation.
Employing also the PSM treatment effect on 22 industrial countries (7 in-
flation targeting countries) for the period 1985 to 1999, Lin and Ye (2007)
do not find significant lowering impact of I'T on either inflation or inflation
variability. On the contrary, using the same methodology on 52 develop-
ing countries (13 inflation targeting countries) over the period 1985 to 2005,
Lin and Ye (2009) find evidence that IT has large and significant lowering
impact on both inflation level and inflation variability. De Mendongca and
Guimaraes e Souza (2012) extend the PSM methodology on a sample of 180
countries for the period from 1990 to 2007 and find that the adoption of IT
has contributed to the decrease in both inflation and its volatility solely in
developing countries. To sum up, there is strong evidence that adopting I'T
has lowered both the level and variance of inflation in emerging countries.

Given this set of evidence, it is reasonable to infer, in line with Bansal
and Dahlquist (2000), that for the emerging countries which have adopted IT,
the forward bias should increase, as the Fisherian relation between expected
depreciation and the interest rate differential is weakened just as in developed
countries. This is the conjecture that we test here.



3 Data.

We use quarterly data from 31 emerging countries (see Table 1 for the list
of countries). These countries are selected based on data availability. The
sample period covered is from 1990Q1 to 2014Q3. Among these countries,
16 have implemented inflation targeting. For each of these targeters, the
adoption dates are reported in Table 1. As in Bansal and Dahlquist (2000),
so as to assess the forward premium interest rate differentials are obtained by
subtracting the interest rate for each country from the U.S. Eurodollar rate
(LIBOR rate). When available, we use interbank rates. For some countries
for which such interest rates are not available, we consider bank deposit rates
instead. Based on data availability, we consider 3-month and 1-year maturity
interest rates acquired from Datastream. The data on spot exchange rates
are expressed as the domestic currency per unit of the foreign currency and
are drawn from the IMF’s International Financial Statistics. The data on
annual inflation rates are also taken from the IMF’s International Financial
Statistics. To characterize exchange rate regimes, we rely on the Reinhart
and Rogoff de facto exchange rate regime (coarse) classification updated by
lizetzki et al. (2011).2

Table 1 reports the mean and the volatility (standard deviation) of the
inflation rate for targeters before and after I'T and for non-targeters before
and after 2000. The year 2000 is used as demarcation date for non-targeters
since it corresponds to the average adoption date of I'T. Table 1 shows that
the initial level of inflation and its volatility were very high in targeting
countries before adopting I'T. There is a drastic decrease in the level and the
volatility of inflation in all countries with a larger magnitude in targeting
countries. This is in line with the results from the aforementioned studies
examining the performance of IT. These studies find that, even controlling
for mean reversion, emerging countries that have adopted IT have experi-
enced greater reductions in inflation level and inflation volatility. The next
section reports the results of the empirical estimation examining whether
this reducing impact on inflation and its volatility is reflected in the Fama
regression.

2Data are available at http://www.carmenreinhart.com/data/browse-by-topic/
topics/11/.



Table 1: Inflation

Inflation Mean Inflation volatility
Adoption  Before IT/2000  After IT/2000 Before IT/2000  After IT /2000
Brazil 1999¢2 887.41 6.51 1056.87 2.48
Chile 1991q1 25.19 5.62 1.91 4.78
Colombia 1999q4 22.15 5.10 5.52 2.11
Czech Republic 1997q4 9.12 2.90 0.55 2.47
Hungary 2001q2 20.53 4.66 7.75 2.20
Indonesia 20053 12.27 6.95 12.63 2.74
Israel 1991q4 18.09 4.61 0.98 4.14
Korea 1997q4 6.13 3.01 1.80 1.52
Mexico 1998q4 20.83 5.52 9.49 3.22
Peru 1999q3 828.53 2.72 2281.71 1.27
Philippines 1999q3 9.31 4.38 3.94 1.55
Poland 1998q3 93.64 3.54 169.31 2.70
Romania 20053 88.21 5.12 84.34 2.00
South Africa 2001ql 9.39 5.91 3.43 2.40
Thailand 2000q2 4.80 2.61 2.05 1.60
Turkey 20061 60.01 8.33 27.23 1.33
All targeters 1999q4 133.55 4.68 229.87 2.58
Argentina - 252.91 9.06 697.61 6.29
Bulgaria - 188.58 5.13 307.43 3.58
China - 7.75 2.29 8.02 2.01
Croatia - 232.11 2.70 526.14 1.46
Egypt - 10.49 8.23 5.68 4.24
Hong Kong - 6.87 1.26 4.37 2.90
India - 9.55 6.87 2.84 2.88
Malaysia - 3.66 2.25 0.87 1.20
Morocco - 4.44 1.63 2.36 0.95
Pakistan - 9.72 8.67 2.59 4.63
Russia - 222.23 11.64 288.93 4.76
Singapore - 1.94 2.05 1.24 1.91
Sri Lanka - 11.25 9.20 4.51 4.97
Taiwan - 2.88 1.07 1.41 1.10
Venezuela - 47.44 25.93 21.15 12.28
All non-targeters 67.45 6.53 125.01 2.80

Note: For “All targeters” and “All non-targeters”, the statistics are
computed using the sample of targeters and non-targeters, respectively.



4 Empirical analysis and results.

In order to do so, we proceed as follows. We adopt a panel data approach
since, as evidenced by Baillie and Bollerslev (2000), univariate time series
would lead to inconsistent results. Indeed, the interest rate differential being
very persistent, the standard asymptotic distribution for the slope-coefficient
is a very poor approximation for small samples. Hence using panel data
mitigates this inference problem (Bansal and Dahlquist, 2000). Moreover, the
panel data approach tackles the data limitation problem that is important
for emerging countries.

We first proceed by including IT into the Fama regression. Then we
conduct various robustness analysis and thorough investigations.

4.1 Including inflation targeting into the Fama regres-
sion.

In order to examine the influence of I'T on FBP, we include IT into the Fama
regression and we test the following equation?:

Asft =i+ 5(12 - Z.llcjs,t) + QrrIT * (th - i]lgjs,t) + 51‘1 (6)

where ¢ = 1,..., N is country index, «; denotes the country fixed effects,
IT;; is a dummy variable taking the value of 1 if country ¢ is under inflation
targeting at time ¢ and 0 otherwise. For some countries, scholars disagree
on the adoption date of inflation targeting regime. For these countries, we
use as the adoption dates of inflation targeting strategy the “default dates”
obtained by Rose (2007) that are based on a best judgment of when inflation
targeting began (see Section 3) .

The impact of interest rate differential on expected depreciation is 3 +
oIT (B for non-targeters and f§ + ¢ for targeters). If the coefficient ¢ is
significant and negative, it is consistent with the conjecture made above,
that I'T inflation targeting weakens the UIP condition, thus increases the
forward bias and may lead to the FPP.

The estimation results of Equation (6) are reported in Table 2. The
estimated slope coefficient (B) of Fama regression is 0.597 and 0.410 using
3-month and 1-year maturities, respectively. In both cases, the estimate is
significant at 1% level. Our finding of an average positive value less than unity
in emerging countries is in line with previous studies (Bansal and Dahlquist,

3Preliminary diagnostic tests show ez post depreciation (Asﬁ) and interest rate differ-
ential (¥, — z"fjs,t) do not exhibit an unit root.



2000; Frankel and Poonawala, 2010) showing that the FBP is present in
emerging countries with the forward discount pointing in the right direction.

As conjectured above, the forward bias may be large in emerging countries
that have adopted IT. This conjecture is corroborated by including in the
Fama regression the interaction between this I'T dummy and the interest
rate differential. Indeed, whatever the maturity used, the coefficient of this
interaction term is negative and highly significant. The results in columns
(3) and (7), without control for country fixed effects, show that adopting IT
increases the forward bias: the slope-coefficient for non-targeters is positive
(1> 5’ > 0), while for targeters this coefficient is lower and still positive
(1> B > B + é > 0). However, when we control for both time and country
effects in columns (4) and (8), the results show that adopting I'T seems lead to
the occurrence of FPP: the slope coefficient for non-targeters is still positive,
but the coefficient for targeters becomes negative (B + gzg < 0).

10



Table 2: Inflation targeting and the Fama regression

Dependent variable: FEx post currency depreciation

3-month
0 @) G) (1)
(1 —iys) 0.597***  (0.531%F**  (.612%*%*  (.474***
(0.079) (0.154) (0.079) (0.141)
IT x (i —iys) -0.457*FF (0. 726%**
(0.087) (0.161)
Const. 5.322 5.676 5.162 6.222
(3.620) (3.665) (3.624) (3.734)
Obs. 2,303 2,303 2,303 2,303
Time effects Yes Yes Yes Yes
Country effects No Yes No Yes
1-year
(5) (6) (7) (8)
(i —iys) 0.410%*%*  (0.304***  (.423*%*%* (). 281***
(0.071) (0.090) (0.073) (0.089)
IT x (i —iys) -0.270* -0.508**
(0.147) (0.199)
Constant 0.739 6.811 0.661 6.611
(1.943) (5.299) (1.914) (5.250)
Observations 1,961 1,961 1,961 1,961
Time effects Yes Yes Yes Yes
Country effects No Yes No Yes

11

Note: IT is a dummy variable taking a value of 1 for inflation targeting countries, and 0
otherwise. Robust standard errors are in parentheses. For 3-month maturity regression,
standard errors are White heteroskedasticity-consistent standard errors ; for 1-year ma-
turity regression, standard errors are Newey-West heteroskedasticity and autocorrelation-

consistent standard errors. * and *** denote significance at 10% and 1% level, respectively.

To sum up, we confirm that the FBP is present in emerging countries
with the forward discount pointing in the right direction, but we show the
implementation of I'T increases the extent of the FBP in emerging countries
and may lead these countries to be prone to the FPP (the forward discount
pointing in the wrong direction) as in developed countries.



4.2 Controlling for global disinflation.

As shown in Table 1, the beginning of the 21st century was characterized by
global disinflation, i.e. a downward trend in inflation in all countries. Global
disinflation can influence the UIP relation as well as IT. To check that the
impact of IT does not reflect global disinflation, we introduce as additional
regressor the interaction of the interest rate differential with a dummy vari-
able characterizing the disinflation episode. We define its beginning as year
2000 (the average adoption date of IT). Thus we introduce a new dummy,
denoted by D2000, then equals 0 before 2000, 1 otherwise. We therefore
consider the following regression:

Ash, =a; + B(il — ifg,) + il Ty + (i, — ifrs,)
+ ¢prsineD2000;, * (if, — iIICJS,t) + el (7)

where ¢;r and ¢prsrvr are expected to be negative. In this specification, the
impact of the interest rate differential on expected depreciation is S+¢prsine
for non-targeters and 8 + ¢;r + ¢prsivr for targeters.

Table 3 reports the estimation of Equation (7) in which we control for
the potential influence of global disinflation. In this robustness analysis, the
influence of IT is present for any maturity, while global disinflation increases
the forward bias (ngﬁp 1sink < 0) based only on 1-year maturity but not up to
the appearance of the FPP for non-targeters (B + ggD]S[NF > 0). Whatever
the maturity considered, the adoption of I'T combined with global disinflation
reinforces the FBP in emerging countries to such an extent that the FPP
occurs in these countries (5 + gng + dprsiNg < 0). Therefore, our finding
that adopting I'T weakens the UIP relation in emerging countries holds even
when controlling for global disinflation.

12



Table 3: Inflation targeting and the Fama regression, controlling for global
disinflation

3-month 1-year
0 @ G @
(1 —ips) 0.474%%*%  0.468%** 0.281*F** (0.407***
(0.141) (0.140) (0.089) (0.081)
IT x (i —iys) -0.726%*F  _0.744%F* -0.508**  -0.442**
(0.161) (0.192) (0.199) (0.195)
D2000 x (i — iys) 0.051 -0.317**
(0.271) (0.125)
Constant 6.222 6.277 6.611 8.427*
(3.734) (3.726) (5.250) (5.041)
Obs. 2,303 2,303 1,961 1,961
Time effects Yes Yes Yes Yes
Country effects Yes Yes Yes Yes

Note: IT is a dummy variable taking a value of 1 for inflation targeting countries, and 0
otherwise. D2000 is a dummy variable taking a value of 0 before 2000, and 1 otherwise.
Robust standard errors are in parentheses. For 3-month maturity regression, standard er-
rors are White heteroskedasticity-consistent standard errors ; for 1-year maturity regres-
sion, standard errors are Newey-West heteroskedasticity and autocorrelation-consistent

standard errors. * and *** denote significance at 10% and 1% level, respectively.

4.3 Controlling for exchange rate management.

The exchange rate strategy adopted by one country could impact on the re-
lationship between IT and the UIP condition by means of the management
of international capital flows (either by means of regulations, controls or ac-
tive monetary policy). Indeed, inflation targeting is consistent with a flexible
exchange rate regime; this may induce some limits on capital mobility so as
to manage the exchange rate more or less stringently. The more effective
are capital flows limitations, the less flexible is the exchange rate. Thus, the
impact of IT on the UIP condition may reflect the influence of the degree
of capital mobility on it. Testing for the robustness of the result previously
obtained (that IT affects the UIP condition) requires taking into account the
exchange rate strategy channel. In order to do so, we consider the following
equation:

13



Asft =y + 5@2& - i@s;e) + oIy * (th - Z'/IICJS,t)
+ ¢rrex FLE X * (if, — il&s,t) + el (8)

where F'LE X;; is the index of exchange rate flexibility for country 7 at period
t. We measure this variable by means of the index provided by Reinhart and
Rogoff (2004) and updated by Ilzetzki et al. (2011) up to 2010. This index
ranges from 1 to 6; a higher index represents a more flexible exchange rate
regime.

The results of the regression estimation of Equation (8) are reported in
Table 4. These results show no evidence of an influence of exchange rate
regime on the slope-coefficient in Fama’s regression: the coefficient associated
with FLEX; * (if, — ifrg,) is not significant at 10%, at any maturity. The
impact of IT remains significant at 5%: the coefficient, for 1Ty * (if; — if;g,)
varies from -0.726 to -0.725 for a three-month maturity and from -0.590 to
-0.508 for a one-year maturity. Thus, we conclude that the result previously
obtained is robust to the introduction of the exchange rate regime in the
analysis.

4.4 Inflation uncertainty.

As mentioned above, there is strong evidence that adopting IT can help
to reduce inflation uncertainty by lowering both inflation and its volatility.
To examine the influence of IT through its impact on inflation uncertainty, a
robustness investigation consists in replacing I'T" by a measure of inflation un-
certainty, as done in Bansal and Dahlquist (2000) to characterize developed
and emerging countries. First we use as such a measure a dummy variable
(HINF) that separates low inflationary countries/periods from moderate-to-
high inflationary countries/periods: HINF takes a value of 1 for moderate-
to-high inflation countries, and 0 otherwise. Since adopting IT leads to a
decrease in inflation and there is a downward trend in inflation in emerging
countries, each country is characterized by two values of inflation: average
inflation before and after IT for targeters, and average inflation before and
after 2000 (the average adoption date of IT) for non-targeters. The justifi-
cation for this specification is that, as mentioned above, the Fisherian rela-
tion must hold if inflation exceeds a threshold characterized by the dummy
variable HINF. We define moderate-to-high inflation countries/periods as
countries/periods characterized by an average annual inflation rate relative
to the U.S. greater than the median on the whole dataset. Using an average
measure across periods allows us to avoid endogeneity (reserve causality be-

14



Table 4: Inflation targeting and the Fama regression, controlling for exchange
rate flexibility

3-month 1-year
0 @) @) @
(i —ips) 0.4747%%* 0.447 0.281*%*F*  (0.814*
(0.141) (0.533) (0.089) (0.479)
IT x (i —iys) -0.726%FF 0. 725%** -0.508%*  -0.590***
(0.161) (0.154) (0.199) (0.217)
FLEX x (i —iyg) 0.005 -0.124
(0.091) (0.110)
Const. 6.222 6.593 6.611 1.981
(3.734) (4.787) (5.250) (4.554)
Obs. 2,303 2,204 1,961 1,865
Time effects Yes Yes Yes Yes
Country effects Yes Yes Yes Yes

Note: IT is a dummy variable taking a value of 1 for inflation targeting countries, and 0
otherwise. D2000 is a dummy variable taking a value of 0 before 2000, and 1 otherwise.
Robust standard errors are in parentheses. For 3-month maturity regression, standard er-
rors are White heteroskedasticity-consistent standard errors ; for 1-year maturity regres-
sion, standard errors are Newey-West heteroskedasticity and autocorrelation-consistent

standard errors. * and *** denote significance at 10% and 1% level, respectively.

tween exchange rate variation and inflation). We then consider the following
equation:

ASZ =+ B(th - Z'1155',1‘,) + opinpHIN Fy * (th - Z'lés,t) + 55‘1 (9)

We expect to find ¢gryr positive.

Second, we use inflation volatility as a measure of inflation uncertainty
and we introduce a dummy variable (HINFVOL) that takes a value of 1 for
volatile inflation countries/periods, and 0 otherwise. Volatile inflation coun-
tries/periods are defined as countries/periods that have an inflation variance
relative to the U.S. greater than the median on the whole dataset. We test
for the following equation:

Ashy = a; + B(if; — ifrsy) + duinevor HINFVOLy * (if, — ifg,) + €, (10)

We also expect to find ¢grnryvor positive.
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The estimations of equations (9) and (10) are reported in Tables 5 and 6,
respectively. The estimation of equation (9) in Table 5 shows that, whatever
the maturity considered, the coefficient of interest rate differential is not
significant while the coefficient of its interaction with the dummy variable
(HINF) reflecting a moderate-to-high inflationary environment (average in-
flation over a given period? for a given country exceeding the median average
inflation relative to the U.S. obtained on the dataset on the entire time span,
around 2.3 times the U.S. average inflation rate (2.63)) is significantly pos-
itive. More specifically, when the average inflation rate is less than 6.12%,
the slope coefficient is not significant. On the contrary, when the average
inflation rate exceeds 6.12%, the slope coefficient becomes significantly posi-
tive, but it is less than unity (the value when the UIP condition holds). This
means that the Fisherian effects are present in low inflationary emerging
countries and not in moderate-to-high inflation ones.

Table 5: Inflation and the Fama regression

3-month 1-year
(1) (2) (3) (4)
(1 —1%) 0.531***  -0.108 0.304***  -0.203
(0.154) (0.241) (0.090)  (0.223)
HINFL x (i —i") 0.633*** 0.499**
(0.178) (0.210)
Const. 5.676 6.350%* 6.811 6.727
(3.665) (3.600) (5.299)  (5.223)
Obs. 2,303 2,303 1,961 1,961
Time effects Yes Yes Yes Yes
Country effects Yes Yes Yes Yes

Note: HINFL is a dummy variable taking a value of 1 for moderate-to-high inflation
countries (average annual inflation (relative to the U.S.) greater than the median on the
whole dataset), and 0 otherwise. Robust standard errors are in parentheses. For 3-month
maturity regression, standard errors are White heteroskedasticity-consistent standard er-
rors ; for 1-year maturity regression, standard errors are Newey-West heteroskedasticity
and autocorrelation-consistent standard errors. * and *** denote significance at 10% and

1% level, respectively.

This finding is confirmed by Table 6 that reports the estimation of equa-
tion (10) considering the volatility of inflation instead of the average level of

4The periods are before and after IT for targeters and before and after 2000 for non-
targeters.
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inflation. As shown by the results in Table 6, based on 3-month or 1-year
maturity, the UIP condition does not hold if the volatility (standard devia-
tion) of inflation is low (i.e. lower than the median rate, 2.68 times the U.S.
level), but tends to hold otherwise.

Since it has been proved that I'T contributes to the decrease of inflation
uncertainty (measured by inflation level and volatility), the results obtained
from the estimation of equations (9) and (10) sustain our conjecture that
adopting IT is conducive to the FBP by lowering inflation uncertainty.

Table 6: Inflation volatility and the Fama regression

3-month 1-year

1 @) B @

(1 —iys) 0.531%**  -0.224 0.304***  -0.095
(0.154) (0.289) (0.090)  (0.206)
HINFLVOL x (i —iys) 0.701%** 0.383**
(0.170) (0.187)

Const. 5.676 6.284 6.811 6.886
(3.665) (3.735) (5.299)  (5.274)

Obs. 2,303 2,303 1,961 1,961

Time effects Yes Yes Yes Yes

Country effects Yes Yes Yes Yes

Note: HINFVOL is a dummy variable taking a value of 1 for high volatile inflation coun-
tries (average annual inflation volatility (relative to the U.S) greater than the median on the
whole dataset), and 0 otherwise. Robust standard errors are in parentheses. For 3-month
maturity regression, standard errors are White heteroskedasticity-consistent standard er-
rors ; for 1-year maturity regression, standard errors are Newey-West heteroskedasticity
and autocorrelation-consistent standard errors. * and *** denote significance at 10% and

1% level, respectively.

4.5 Panel smooth transition regression.

The definition of dummy variables in equations (9) and (10) is based on
an arbitrary choice of a threshold. Strictly speaking, the relevant thresh-
old should be agent-based. Thus, in a market with heterogeneous agents,
heterogeneity in threshold occurs. In this case, as suggested by Terasvirta
(1994) and Granger and Lee (1999), time aggregation and non-synchronous
adjustment by heterogeneous agents will tend to smooth aggregate regime
switching. This suggests another robustness test: we consider an approach
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in which the threshold is endogenously determined.® This approach is the
panel smooth transition regression (PSTR) model developed by Gonzilez et
al. (2005), that is a generalization of the threshold panel model of Hansen
(1999).

The panel smooth transition regression (PSTR) model is given by:

Asi‘ct =a; + 5 (th - Z@S,t) + 52@?1& - ilzfs,t) * G(qie; i) + 52 (11)

Following Gonzélez et al. (2005), the transition function is given by:

G(qit,v,¢) = [1 + exp (—y(qie — )] (12)

where G(.) is a logistic transition function that is normalized and bounded
between 0 and 1, g;; is the transition variable, v stands for the slope parameter
that determines the speed of transition between the two extreme regimes, ¢
is the threshold parameter.

In our case, the transition variable is a measure of inflation uncertainty
(inflation level or inflation volatility, both relative to the U.S.). The link
between the expected depreciation and the interest rate differential is char-
acterized by two extreme regimes that are associated with low and high values
of ¢;; with a single monotonic transition as ¢;; increases. More specifically,
this is specified by a continuum of parameters (5 + 52G(qit; 7v; ¢)) that ranges
from ( in the first regime when G(.) = 0 to 1 + 2 in the second regime
when G(.) = 1 (See Figure 1). For the reason mentioned above, we expect
to find By positive.

®The non-linearity in Fama regression was investigated by Sarno et al. (2006) and
Coudert and Mignon (2013) using a smooth transition regression approach.
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Figure 1: Slope coefficients as function of inflation uncertainty
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Before estimating parameters in Equation (11) one must test for the pres-
ence of non-linearity. Testing the linearity against the PSTR model simply
consists of testing Hy : v = 0 or Hj : 3 = 0 in Equation (11). This test
is not standard since under the null hypothesis the PSTR model contains
unidentified nuisance parameters. To overcome this problem, the solution
consists in replacing G(gy,y,c) by its first-order Taylor expansion around
v = 0 and testing an equivalent hypothesis in this auxiliary regression.

ASZ =o; + 5?@2 - ilff&t) + 55 (th - Z.IICJS,t)CIit + 5;'ktk (13)
where 3 is a multiple of v. Testing Hy : v =0 or H} : 3 = 0 in Equation
(11) is equivalent to test H{ : 55 = 0 in the auxiliary regression (13). Then

a standard test like the Fisher-statistics can be used.%
EWS1IW'E,
LMpm,—=-9"= """ =9 14
FZTN_-N_-2 (14)

6We consider the F-statistics of the test that has better size properties in small sample

than the asymptotic x? based statistic (van Dijk et al., 2002).
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where &g is the vector of residual obtained under the null hypothesis of lin-
earity, ¥ = [-W'X(X'X)"!: [JA[-W’'X(X'X)"! : I in which X is vector
(i — iuse), W is the vector (i — tusy)qit, X and W represent the fixed
effects demeaning transformation of X and W, A is a consistent estimator
of covariance matrix of Z'u/+/N obtained from the constrained regression,
where Z = [Z,W]. Under the null hypothesis LMy has an approximate
F(1,TN — N — 2) distribution.

Table 7: Nonlinear Fama regression, transition variable=inflation

3-month 1-year
Linearity test p-value 0.033 0.046

51 0.092 0.206
(0.130) (0.184)
5o 0.527*F*  (0.317**
(0.116) (0.171)
b1+ B2 0.619 0.523
c 3.299 7.901
¥ 186.078 42.435

Note: The table reports the results from the PSTR Fama’s regression where the transition
variable is inflation. The test of linearity is implemented based on a Fisher statistic
(LMF) using robust covariance matrix (with the null hypothesis of linearity). For 5y and

B2, robust standard errors are in parentheses.

Table 8: Nonlinear Fama regression, transition variable=inflation volatility

3-month 1-year

Linearity test p-value 0.018 0.293
B 0.127 0.276%*
(0.118)  (0.121)
Ba 0.497##%  (0.432%%*
(0.102)  (0.131)
B+ B2 0.624 0.708
c 4.859 26.149
¥ 8.394 1.628

Note: The table reports the results from the PSTR Fama’s regression where the transition
variable is inflation volatility. The test of linearity is implemented based on a Fisher
statistic (LMp) using robust covariance matrix (with the null hypothesis of linearity).

For 81 and (2, robust standard errors are in parentheses.
Tables 7 and 8 report the results of PSTR regression using inflation and
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inflation volatility as the transition variable, respectively. The results in
Tables 7 and 8 clearly confirm the non-linearity in the Fama regression.

Let us first comment the results concerning inflation level as the transition
variable (Table 7). The LMp test of linearity shows evidence of non-linearity
at the conventional level of significance.” Specifically, based on 3-month
maturity, the threshold value of inflation relatively to the U.S. is around
3.30, in the first regime, the slope coefficient is not significantly different
from zero while in the second regime the slope coefficient is significantly
positive (3, + > = 0.619) but remains less than unity (as in UIP relation)
(See Figure 2). Based on 1-year maturity, the threshold value of the relative
inflation is around 7.901 and the slope coefficient is significantly positive only
in the second regime (5’1 + By = 0.708). Notice that the results based on the
two maturities do not conflict since the threshold value is very high for 1-year
maturity. Using the inflation level as a measure of inflation uncertainty, the
Fisherian relation between expected depreciation and interest rate differential
is weak in environment with low inflationary environment and tends to hold
if inflation is high.

Let us now turn to the results concerning inflation volatility as the transi-
tion variable (Table 8). Using inflation volatility as transition, at 5% level of
significance, there is also evidence of non-linearity in Fama regression for on
3-month maturity with a threshold value that is around 4.86 and a parameter
of the speed of transition that is relatively low (8.394). The estimated slope
coefficients in the two regimes are very close to the estimated values using
inflation as the transition variable. As before, using inflation volatility as a
proxy for inflation uncertainty, there is a weak Fisherian relation between
expected depreciation and interest rate differential when inflation volatility
is low and this relation tends to be stronger when inflation volatility exceeds
a certain threshold.

Figure 2 displays the estimated slope coefficients from PSTR model using
inflation as the transition variable and based on 3-month maturity (the case
of strong evidence of non-linearity). Before implementing IT, all targeters
(except Korea and Thailand) were in the regime with high values of slope
coefficient; and after adopting I'T all move to the regime with low values of the
slope coefficient. Prior to 2000, most of non-targeters (Argentina, Bulgaria,
Croatia, Egypt, India, Pakistan, Russia, Sri Lanka and Venezuela) were in
the regime with a high value of the slope coefficient; and after 2000, some of
them (such as Argentina, Pakistan, Russia, Sri Lanka and Venezuela) remain
in the high value regime. This finding is illustrated by the case of Brazil (a

"Further testing for no residual non-linearity shows that two regimes are sufficient to
capture the non-linearity pattern in the Fama regression.
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Figure 2: Slope coeflicients estimated by PSTR model
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Note: The figure represents the estimated slope-coefficient of Fama’s regres-
sion using the mean of inflation relative to the U.S. (over period) as the
transition variable. Each circle represents an observation.

targeting country) and Argentina (a non-targeting country) in Figure 2.

5 Conclusion.

Many empirical studies provide evidence of the violation of the uncovered in-
terest parity condition known as the forward bias puzzle. There is evidence
of the forward premium puzzle (an extreme form of forward bias puzzle in
which the forward discount points in the wrong direction) in developed coun-
tries. On the opposite, for emerging market countries, the forward premium
puzzle is absent and on average the forward discount rate points in the right
direction. The explanation commonly given is that emerging markets are
probably riskier and characterized by high inflation uncertainty (Bansal and
Dahlquist, 2000, Frankel and Poonawala, 2010) which leads to the absence
of Fisherian effects.

In this paper, we examine whether adopting inflation targeting increases
the forward bias in emerging countries by lowering inflation uncertainty. To
this end, we consider quarterly data on 31 emerging countries (among which
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16 are inflation targeting countries) from 1990Q1 to 2014Q3. Our results are
consistent with the conjecture that the implementation of inflation targeting
in emerging countries is conducive to the forward bias by weakening the Fish-
erian relation between expected depreciation and the interest rate differential
(UIP condition). We show that this results from the fact that IT helps to re-
duce inflation uncertainty (defined as inflation level or volatility), increasing
the effect of non-Fisherian fundamentals. Our finding holds after controlling
for country-specific effects, time-specific effects, global disinflation, exchange
rate management and using different econometric techniques.

An implication of our results for international finance theorists is that the
performance of inflation targeting in emerging countries is associated with
a larger violation of uncovered interest parity condition. An implication
for macroeconomists and policymakers is that inflation targeting changes
the informational content of exchange rates. This should lead to a closer
attention to their dynamics.
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