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Abstract

During the Great Moderation, borrowing by the Un8nfinancial sector structurally exceeded
GDP growth. Using flow-of-fund data, we test thepbthesis that this measure of debt buildup
was leading to lower output volatility. We estimatavariate GARCH models in order to obtain
estimates for the volatility of output growth. Weeuthis obtained volatility in a VAR model
with excess credit growth and control variablegefiest rate and inflation) over two periods,
1954-1978 (before the Great Moderation) and 198¥B2during the Great Moderation). We so
test whether the relation between excess crediwtgrand GDP volatility changed between the
two periods, controlling for the stance of monetaojicy, for inflation, and for the endogeneity
of credit to growth (as well as for other endog#es). Results from Granger causality tests,
impulse response functions and forecast error negi@lecompositions suggest that changes in
our ‘excess credit growth’ measure of debt in tlbafmancial sector were among the causal
factors of the decline in output volatility duritige Great Moderation. We discuss implications.
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DEBT AND THE U.S. GREAT MODERATION

1. Introduction

In the mid-1980s, two shifts occurred in the USrecay. The first was that macroeconomic
volatility declined strongly within a few years. iSHGreat Moderation’ lasted for more than two
decades, until the Great Crash of 2007. The seewmsl that borrowing by the real sector
increased strongly within a few years, to a lehalttwas structurally above the level of growth.
It remained high for over two decades, until thee&rCrash of 2007. Access to credit may
decrease output fluctuations since “credit demaomebars to contain a significant countercyclical
component, which arises from the desire of housishaind firms to smooth the impact of
cyclical variations in income on spending or prachut (Bernanke and Gertler, 1995:44).

In this paper we pursue this explanation, focusipecifically on the level of indebtedness in
the real sector. We use the ‘Z’ tables on the flo8¢ of funds to observe borrowing by the real
sector in excess of growth. We so obtain a medsurthe growth in debt held by the real sector
at the macro level, which we link to output vol&ilat the macro level. We hypothesize that the
growth in debt in the real sector was among thesalaiactors of the lower volatility of output
during the Great Moderation. Our hypothesis is teelato a number of financial-sector
explanations of the Great Moderation, and consisteth a wider literature on credit and macro
volatility. But we break new ground in two areas.

First, no study to date has directly analyzed thlke between output volatility during the
Great Moderation and borrowing by the real sectibiat is, excluding borrowing for investment
in the ‘finance, insurance and real estate’ sedqirsFIRE’ sectors, in the classification of the
National Income and Product Accounts). A numberstidies have focused on FIRE-sector
wealth buildup resulting from financial innovationsnd its possible effect on output
moderations, through a wealth effect on income. @&n Haan and Sterk, 2011). The channel
through which debt-financed wealth accumulatiore@f output volatility is different from the
effect of debt-financed activity, which we analyze.

A second contribution is that we observe not justlit flows (as other studies do), but the
growth in borrowing by the real sector in excessutput growth. We so focus on the growth in
the debt-to-GDP ratio that is due to borrowing hg treal sector. This goes beyond simply



testing for the effect of credit on volatility. Gthstudies have shown that credit flows to the real
sector normally move together with output growtlogBl, 2012), and that credit moderates
industrial output volatility (Larrain, 2006). To el that this occurred also during the Great
Moderation would not be a test of our hypothesig,rather confirmation that credit to the real
sector was smoothing output growth, as it normdies. But a special feature of the Great
Moderation was that growth in credit flows to tlealrsector structurally exceeded nominal GDP
growth (as we show in the next section) - evennuecluding the growth in credit to finance,
insurance and real estate (i.e. not to the realbgeavhere most of the credit growth was
occurring. Plausibly, credit growth in the real teechas a more direct impact on real-sector
volatility. We therefore test whether real-sectoedit growth in excess of GDP growth was
causally linked to the lower volatility of outputidng the Great Moderation. This has not been
analyzed to date.

Our empirical approach is to first estimate the ditonal standard deviation of output
growth. Using this obtained measure for output Wik we then estimate a number of reduced-
form VAR models for two subsamples with quarterbtal 1954Q3-1978Q4 (before the Great
Moderation) and 1984Q1-2008Q1 (during the Great é&fation, which ended in 2008, as
Barnett and Chauvet (forthcoming) and Bean (201d@)&). We examine lags of excess credit
growth in this system of equations, including (ofe¢ad) real output growth volatility, the
inflation rate and the federal funds rate. We finbust evidence that the increased growth of
borrowing beyond GDP growth was a causal factéhéngreater macroeconomic tranquility that
characterized the Great Moderation.

The paper is organized as follows. The next segfresents in more detail the argument that
real-sector credit growth in excess of GDP grow#swausally linked to the lower volatility of
output during the Great Moderation. We also exploends in bank credit and in growth,
consistent with the argument. In section 3 we n@kenections to the literature. In section 4 we
present the methodology. Section 5 presents the atad reports the results from the analysis.

Section 6 concludes with a summary, reflectionssamghestions for future research.



2. Argument and Empirical Trends

The Great Moderation era saw declines in the \idlatif a number of macroeconomic variables
in the U.S., as in many other countries (Berna@®4; Cecchetti and Krause, 200&ori¢,
2012). The standard deviation of U.S. quarterlyghoand inflation declined by half and by two
thirds since 1984, respectively (Blanchard and &in2001). Stock and Watson (2002) find that
the standard deviation of U.S. GDP growth declifredh 2.6-2.7% in the 1970s and 1980s to
1.5% in the 1990s. Also employment volatility stgbn declined (Kim and Nelson, 1999;
Warnock and Warnock, 2000). In this paper we fooasthe decline in output volatility and
hypothesize that the increase in borrowing by thefinancial sectors lowered volatility during
the Great Moderation, in contrast to earlier years.

In Figure 1 we show the long-term development @f gnowth in bank credit in the U.S.
The stock of bank loans relative to GDP quadrufiech 1952 to 2008, with most of that growth
occurring during the Great Moderation, and withddréows to the finance, insurance and real
estate sectors accounting for most of the increBgethe end of the Great Moderation, bank
credit to the “FIRE” sectors had increased from 3fGDP in 1952 (the start of the data series)
to 81% of GDP in 1984, to 260% of GDP in 2008. Mafsthis rise, in turn, was due to growth in
mortgage debt. After the Great Moderation, FIREeedebt dropped sharply relative to GDP.

[Figure 1 HERE]

Much has been written on the role of mortgage @ebtS. macro dynamics, including the Great
Moderation puzzle. Our focus is different. For atsmk credit to the nonfinancial sectors (that
is, credit to nonfinancial business, to governmamd nonmortgage credit to households) rose
strongly during the Great Moderation: from 87% @/5in 1952 to 99% in 1984 and to 143% of
GDP in 2008 (Figure 1). This implies a more thamdifold rise in the annual growth rate of the
(real-sector) credit-to-GDP ratio, from 0.4% in 298983 to 1.4% annually over 1984-2008.
We show this in Figure 2 below, which plots thewgitoin credit to the nonfinancial sectors and
the growth in nominal GDPWe also compute the difference between the twortroates and

label this variable “excess credit growth”.

! Note that this is different from the total-cretbtGDP ratio, which rose even faster.
2 See the Appendix for data construction details.



The motivation for this variable is that the di#face between growth in credit to the
nonfinancial sectors and in nominal GDP should mak@ind zero in a financially balanced
economy, whereas positive excess credit growth imeasure for the buildup of financial
imbalances. Conversely, with no accumulation owrae tof private deficits or external deficits,
excess credit growth should be zero, on averager; time® The underlying relation is that
growth of credit to the nonfinancial sector leadptoportionate growth in levels of both debt
and activity, so that the credit/GDP ratio is staldThis is apparent in the horizontal part of the
graph in Figure 1, before the Great Moderation. ghmwvth in nonfinancial sector borrowing
(bank credit) creates purchasing power which addggtionally to GDP, if expended on
domestic goods and services and not on net finbasget acquisition (which is ruled out from
our data definition). Growth in bank credit to thenfinancial sectors is the financial counterpart
of growth in transactions of goods and servicesCaporale and Howells (2001) note, “loans
cause deposits and those deposits cause an exparisteDP transactions” — at least, to the
extent that loans and the deposits they createised for transactions in goods and services
rather than asset transactions. That is why weudrd from the definition of exces credit growth
“FIRE” sector debt, which captures the bulk of defat finances asset transactions. We so focus
on the degree to which activity (not wealth accuatiah, or asset price increases) was debt-
financed.

This releationship between credit and growth, whids been amply documented (see
Levine (2004) and Ang (2008) for overviews), is aerason why movements in nominal GDP
and movements in credit to the real sector ardas®ely linked. It is because, as explained by
Minsky (1982:6), “over a period during which ecoriongrowth takes place, at least some
sectors finance a part of their spending by engttlebt...”. Empirically, the Federal Reserve
observes in its ‘Guide to the Flow of Funds’ thavér long periods of time there has been a
fairly close relationship between the growth of tdebthe nonfinancial sectors and aggregate
economic activity” (Board, 2012:76). Figure 2 shawat the growth in the stock of credit to the
nonfinancial sectors indeed closely tracks the ¢ginaw nominal GDP from the start of the time
series in the early 1950s until about 1984, butdwoing the Great Moderation.

[Figure 2 HERE]

% Since we focus on debt financed by bank credit,debt financed by government bonds, we study theaie
deficits counterpart, not public debt and deficit.



In most quarters during the Great Moderation, tmewth in the stock of credit to the
nonfinancial sectors exceeds the growth in nomi@&P, sometimes substantially. The
difference indicates borrowing which is (by defioit) not itself expended on domestic goods
and services - if it was, this would have raisedRaipowth to the level of credit growth. In order
to bring out how this differed from the pre-Greabdération years, in Figure 2 we plot the
cumulative difference between the growth ratesarhimal GDP and credit to the nonfinancial
sectors. This “excess credit growth” stock was igas¢gative between 1952 and 1970, when
the economy was growing faster, on average, thangtbwth of lending to the real sector.
Through the 1970s cumulative “excess credit growémhained at a positive but fairly constant
and low level. It took off in the early 1980s araained high (and increasing in most years)

during the Great Moderation.
[Figure 3 HERE]

There are several possible channels through whighidal sector’'s debt growth can temporarily
rise above GDP growth, and so deviate from the-teng parity noted in Board (2012:176). We

discuss two channels here and test a reduced fgputhesis below. One channel is debt-
financed net financial asset acquisition by thd seator. Every dollar borrowed and spent on
assets rather than on goods and services incrdabéesnd financial wealth but not activity, in

the first instance. Our measure aims to exclude ofahis by excluding the statistical categories
of “FIRE” sector credit flows, which finance finaat transactions rather than real-sector
activity. But interfering with statistical classifitions, there is extensive evidence that durieg th
Great Moderation nonfinancial firms increasinglgpliged their returns in financial transactions
(e.g. Krippner, 2005). For instance, nonfinanciah$ borrowed to finance stock repurchases
realizing capital gains and subsequently financesamption or investment out of this debt-
financed wealtH.If this occurs in countercyclical manner, this hiigtabilize GDP. This ‘wealth

effect’ has been estimated for home equity withdlaand consumption (Greenspan and

* Lazonick (2011) presents data on 373 compani#®irs&P 500 Index in January 2008 that were puplisted in
1990. He shows that they expended an annual avefa§®06.3 billion (or $285 million per company) stock
repurchases in 1995-1999, up from $25.9 billiomapurchases (or $69 million per company). This emsal to
44% of their combined net income (up from 23 peradriheir combined net income in 1990-1994). Camel, the
500 companies in the S&P 500 Index in January 2@QRirchased $489 billion of their own stock in 2006
representing 62 percent of their net income, argb33llion in 2007, representing 89 percent of thwedt income.
Lazonick (2011) also notes the dramatic increasstatk repurchases after 2003, which may be lirtkethe
upswing in excess credit after 2003 observablagare 3.



Kennedy, 2008) supported by mortgage growth, wiely also have contributed to stability
during the Great Moderation (Grydaki and Bezem@1,3}. This is excluded from our statistical
measure for excess credit growth, but other bomgwvaly nonfinancial forms may also have been
spent on asset acquisitions (including own stockisetions).

Another channel through which ‘excess credit growthy contribute to output stability
is debt-financed spending on imports. This incredseth imports and - in the same amount -
consumption or investment. Since the rise in ingartd the rise in consumption or investment
cancel out in the national income definition, déb&nced spending on import does not directly
raise GDP but it does increase the debt/GDP rdtioa second-round effect, because of
substantial spillover effects of imports on thengort and retail sectors and on activity
generally (e.g. Acharya and Keller, 2008), deba&ficed imports, if countercyclical to the
business cycle, may induce additional activity #tabilizes GDP.

In noting these links of asset acquisition and mekebalances with excess credit growth,
nothing is implied about causality. Looser loanndtds and low interest rates may have
induced borrowing and consumption, leading to a nsimports; owice versasome external
shock which decreased external balances may hdueed more borrowing. A related paper by
Fogli and Perri (2006) posits causality from exétimalances to lower incentives to accumulate
precautionary savings, and an equilibrium permangeiterioration of external balances,
consistent with our second channel. Explicitly itestfor these causal relations is beset by
pervasive endogeneitiés.lt is not even implied that there is causalityweEen excess bank
credit flows to the nonfinancial sector and thelé&rdalance at this level: this can also be viewed
as a macroeconomic identity (the current accoufitilequals the capital account surplus). The
same holds for excess credit growth and net asgeisation.

This is why below we test a reduced form of ourdtiagsis, rather than explicitly testing for
causality between external balances and excesg greth, or between net asset acquisition
and excess credit growth. Both these ways in whiatess credit growth is used are likely to

moderate GDP through second-round impacts. Toxtemethat variations in activity stimulated

® Indeed, we found that during the Great Moderatimd-corrected excess credit growth correlateghtieely with
trend-corrected growth in the U.S. balance of pays@n goods and services over 1984-2007, withreeledion
coefficient of -.30. We also observed that this wasthe case before or after the Great Moderatgams, when the
correlation was positive (correlation coefficield over 1961-1983). Data and analysis are availablequest.

® We thank James Kennedy for drawing our attenticihis point.



by excess credit growth (through either or boththrefse channels) are countercyclical to the
business cycle, excess credit growth smooths GBiB.i§ what we will test.

Our hypothesis fits in with other studies whichkd U.S. growth patterns with the rise in
private deficits. For instance (Godley 1999:1) dotlkeat “during the last seven years ... rapid
growth could come about only as a result of a sedar rise in private expenditure relative to
income. This rise has driven the private sectay firtancial deficit on an unprecedented scale.”
More specific to the volatiltiy of growth, Davis @ériKahn (2008) find that an important part of
the decline in macro volatility is explained by obas in aggregate volatility in the durable
goods sector, butithout a decline in the uncertainty of incomes. Thisnslerstandable if part
of durable goods consumption was financed with ,dabt income. Davis and Kahn (2008)
ascribe the lower volatility to real-sector supplgle factors such as better supply chain
management (especially, inventory control) and i& flom employment and production from
goods to services. Their finding is however alsnsistent with a supply-side change driven by
the greater credit availability that was typicaltbé Great Moderation (as Dynan et al (2006)
document), which would also have the effect of &osg the link between the dynamics of

income and consumption.

3. Connections to the Literature

That credit stabilizes output is no new finding. \Akeeady noted studies by Bernanke and
Gertler (1995) on the countercyclical tendency ofisumer credit and Larrain (2006) on the
stabilizing properties of credit with respect taustrial output. lacoviello (2005) estimates a
monetary business cycle model with nominal loargsfards that “nominal debt dampens supply
shocks, stabilizing the economy under interest caetrol” (lacoviello, 2005:739). “Credit
View” literature (Bernanke and Blinder, 1988; Barka, 1993; Bernanke and Gertler, 1995) and
accelerator models (Kiyotaki and Moore, 1997; Caeatipl2005) theorize how the credit system
may either amplify or dampen exogenous shocks.roader strand of literature connects credit
conditions to the business cycle and the economyfatility (e.g. Bliss and Kaufmann, 2003;
Mendicino, 2007), making the general point thaaficial development tends to stabilize growth
(Easterly et al., 2000).



It is therefore unsurprising that among the manglanations of the Great Moderation, a
good number involve the financial secfdrhis is the more relevant because of well docustent
financial innovations and deregulations of lendprgctices and loan markets during the Great
Moderation, such as relaxed collateral constraimdsyer down payments and rates of
amortization for durable goods purchases) on halddborrowing (Campbell and Hercowitz,
2005). Dynan et al. (2006) show empirically thduahce of financial innovation on consumer
spending, housing investment, and business fixedsiment. Guerron-Quintana (2009) makes
the same point theoretically in a model of the dedni@r money with portfolio adjustments. In a
simulated version of the model he suggests thaGtieat Moderation can be partially attributed
to financial innovations in the late 1970s: whenving toward a more flexible portfolio, the
model can account for almost one-third of the ol=#rdecline in the volatilities of output,
consumption, and investment. Jermann and Quadg@dg) similarly show in a general
equilibrium model how innovations in financial matk can generate a lower volatility of output,
together with a higher volatility in the financisiructure of firms. More specific to the Great
Moderation years, part of the moderation in outmlatility may be due to changing responses
to monetary shocks (Clarida et al., 2000) and im@nzents in monetary policy (Bernanke, 2004;
Lubik and Schorfheide, 2003; Boivin and Gianno®iQ@&; Akram and Eitrheim 2008).

The present paper is consistent with each of theaace-driven and credit-driven accounts
of the Great Moderation (which operated in conjiorcwith other, nonfinancial factors, to be
sure). What it adds is a focus on the growth irebtddness at the macro level (credit growth in
excess of GDP growth); and specifically, on growthdebt levels connected to real-sector
activity rather than to asset and property markassin Den Haan and Sterk, 2011). We now
proceed to assess the testable implication of gpothesis, namely that causality between
excess credit growth and volatility of output growtas stronger during the Great Moderation
than it was before the Great Moderation, such éxaess credit growth decreased volatility of

output growth.

" Research has identified as possible causes faBithat Moderation better inventory management (Mo@d and
Perez-Quiros, 2000; Kahn et al., 2002; McCarthy Za#lrajsek, 2007), labor market changes and derpbgra
(Jaimovic and Siu, 2009), oil shocks (Nakov andcBesi, 2010), changed responses to those and shumks
(Gambetti et al., 2008) or broader factors suchinastutions (Acemoglou et al., 2003; Owyang et @007),
external balances (Fogli and Perri, 2006), the sfzhe economy (Canning et al., 1998), and devataqt levels
(Acemoglu and Zilibotti, 1997; Easterly et al., 339or simply to “good luck” (Ahmed et al., 2002p@gey and
Sargent, 2005; Primiceri, 2005; Sims and Zha, 2@#nbetti et al., 2008; Benati and Surico, 2009).



4. Methodology

Modeling Volatility

In the literature, the volatility of economic grdwhas been measured as the standard deviation
of economic growth or alternatively, as the comadiél variance captured by univariate or
multivariate GARCH models (Bollerslev, 1986 basedEngle’s (1982) ARCH model; Engle
and Kroner, 1995J.To obtain such estimates, we test for the existedfcARCH effects (i.e.
volatility clustering), which causes volatility lels to correlate positively over time. If there are
ARCH effects, the (univariate) conditional variansebest estimated in an ARCH(p) model

(Engle 1982). The conditional mean equation is:then
Yo =+ B Yn e £ W ~ N(007) (1)
h=1

where,y: u,pn, & are vectors of the dependent variable, intercapipregressive term and the
innovation vector, respectively, amg; is the information set at timel. Given an estimate for

the conditional mean, this allows us to obtaindbeditional variance in the equation:
p
Jtzzao"'zaigtz—i ) (2
i=1

where g7 is the conditional varianceg, the intercept andr, the ARCH terms of the variance
equation (withi=1,...,p,). The estimated variance should be positive; thezewe impose

a,>0 and a, 20 for i 21. In addition, since we require long-run statiotyarive impose the
condition Zp:ai <1.°
i=1
An improvement upon this basic structure is the enparsimonious GARCH model
(Bollerslev, 1986), where also the lag structureisible. A GARCH(p,q) model accommodates
autoregressive as well as moving-average compoirettie heteroskedastic variance. Compared

to equation (2), the equation for heteroskedastiance is:

P q
Jtzzao"'zaigtz—i +Zﬂja§2—j (3
= =1

8 An analytical survey of multivariate GARCH mod@sn Bauwens et al. (2006).
° Nelson and Cao (1992) provide analytically thegiradity constraints for univariate GARCH models.
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p q
where S, now denotes the GARCH component parameters, Wjta 0 and Zai +Z,Bj <1

i=1 j=1
fori=1andj=>1.

However, this assumes that the response of vtjatdi positive and negative shocks is
symmetric. Because of the squared lagged error iteequation (3), the conditional variance is
a function of the magnitudes of lagged residuailg, ot of their signs. In reality, a negative
shock (“bad” news) tends to increase volatility mmtinan a positive shock (“good” news) of the
same magnitude, especially in financial time serfeounting for this asymmetric responses
(or ‘leverage effect’), we estimate two asymmespecifications for the conditional variance,
which are both widely used. The first is the Expursd GARCH (EGARCH) model (Nelson,
1991) which does not require non-negativity comstsa

In(af)=ao+iﬁ’j In(a?; )+ p als./q; |+ki_4 (£4/04) (4)

In equation (4), the conditional variance is in -logear form. So regardless of the

magnitude ofln(af), the implied value ofg? is non-negative. It is therefore possible for the

coefficients to take negative values. Also, instefdsing the value of?, as in equation (3) the

EGARCH model uses the standardized value &f. This allows for a more natural

interpretation of the size and persistence of shddlelson, 1991). A third advantage of the
EGARCH model is that it allows for leverage effeets noted. These effects occut, ik 0.

Another option is to estimate a general form of feeshold ARCH model (Zakoian,
1994), namely the Threshold GARCH (or TGARCH) modé&losten et al.,, 1993). The
TGARCH model has an additional term accountingdossible asymmetries. The conditional

variance is now given by:

P q r
2 2 2 2
gl =a,+ Y ag +> B+ Kd &% (5)
j=1 k=1

i=1
P r
Here we impose the non-negativity constraimts=0, a, =2 0, 3, = 0, and)_a + >y, = (
i=1 k=1

In equation (5),d,_, is a dummy variable which is equal to onegif, <O and equal to zero if

11



& 20. This ensures that if, >0, then negative shocks will have larger effectsvolatility

than positive shocks. I, # 0, then there is a threshold effect.

Vector Autoregressive Models and Tests for Causality

Once we have obtained this estimate for outputtNitya(i.e. the conditional standard deviation),
we can then move on to the aim of this paper, whidio analyze any causality between output
volatility and other variables. We do this in a YecAutoregressive (VAR) model where one
can capture the interdependencies between muttipke series (Sims, 1980). Since we have no
prior on causality, all variables are treated adogenous, allowing for the value of a variable to
depend on its own lags and on the lags of all therovariables in the model. The system of
equations in a VAR model is:

yt:AO+A1yt—l+"'+Apyt—p+£t (6)

wherey; is an (n x 1) vector with the n variables incldde the VAR (endogenous variables),
A reflects an (n x 1) vector of intercept terms,denote (n x n) matrices of coefficients (with
i=1,...p) ande; is an (n x 1) vector of error terms.

Once we obtained estimates of the system of equ&{®) we conduct three analyses. First,
we conduct Granger causality tests. A sere¥Granger-causes” a seriggs if changes inx
precede changes in, so that values of improve predictions of;, buty; does not help predict
x; (Granger, 1969). A second analysis is to estinmafailse response functions (IRFs), which
reflect the dynamic relationship between the vaesty IRFs trace the effect of a 1 standard
deviation shock to one of the innovations (erram& on current and future values of the
endogenous variables. A shock to filtte variable is so transmitted to the other endogeno
variables in the VAR system (and also, of coursesctly affects thdth variable itself). IRFs
represent the moving average evolution of the systkescribing how one variable responds to a
shock to itself or to any other variables. Sims3@9otes that examining the IRFs might be the
most effective way of checking for Granger Causgalfit multivariate frameworks. Another way
of characterizing the dynamic behavior of the VAR tb conduct the forecast variance

decomposition analysis (suggested also by Simg€))198

19 Following Sims (1980), we compute the orthogoralizmpulse response, where the underlying shooks ar
orthogonalized using the Cholesky decompositiorhogkt

12



5. Data and Empirical Results

We use quarterly data for the U.S. over two subsesnd954Q3-1978Q4 (before the Great
Moderation) and 1984Q1-2008Q1 (during the Great &fation)™* The data construction for
three of the four variables we use follows Den Haad Sterk (2011 We calculated the
logarithm of real GDP (RGDP) and as control vaeable include the Federal funds rates (FR)
— which is stationary in first difference (I(1))and inflation (INF), measured by the real GDP
deflator™® Our fourth variable is excess credit growth (EXCRE the difference between the
growth rates of credit to the real sector and ohmal output — which is stationary at its level.
We refer to the Appendix for details of the constian of EXCRED. With these four variables
in a VAR framework, we control for the stance ofmatary policy, for inflation, and for the
endogeneity of credit to growth (as well as forestindogeneities).

After testing for the stationarity, we examine tpeesence of ARCH effects (clustered
volatility) by conducting the ARCH Lagrange Multigt (ARCH-LM) test, for 1 to 12 lags
(Engle, 1982). Table 1 reports descriptive stastind values of the ARCH-LM statistic for the
two subsamples.

[Table 1 HERE]

All variables have positive growth rates (differeddogs) on average. All variables tend to be
more volatile before the beginning of the Great Btadion than during the Great Moderation.
The distribution of inflation exhibits positive skeess with few high values in both subsamples;

the opposite holds for the remaining variablestiar the kurtosis (or “peakedness”) statistics

1 We applied the Chow test for structural breaks dlve whole period 1954Q3-2008Q1 and found thatcrarter
in 1980Q1-1983Q4 is a potential breakpoint in otitmlatility. This is consistent with Boivin and &inoni (2006)
who report that there is no robust breakpoint aicivithe Great Moderation would have started. Famd) Miller
(2008) show that the time-varying variance of ottfalls sharply or even disappears once they imo@ate a one-
time structural break in the unconditional variarmdeoutput starting 1982 or 1984. The literaturesusny year
between the late 1970s and 1984 at the latesteJiosensitivity to choice of break point, we chd881Q2 as
alternative breakpoint and we re-estimated the VARe results are similar to those obtained for pleeods
1954Q3-1978Q4 and 1984Q1-2008Q1 and are availglole tequest.

12\We thank Wouter den Haan for making these datiadle, athttp://www.wouterdenhaan.com/data.htm#papers
13 We apply the following stationarity tests to tlwgs of the variables: (i) Kwiatkowski—Phillips—Sciuita-Shin
(KPSS) (Kwiatkowski et al., 1992), (ii) Augmentedckey-Fuller (ADF) (Dickey and Fuller, 1979) and)(Phillips
and Perron (PP) (Phillips and Perron, 1988). Fststd) and (iii), the lag length was selected Iy kernel-based
estimator of the frequency zero spectrum, whichased on a weighted sum of the covariances. Foliteghe
selection of the number of lags in the test equatig according to the Schwartz Information Crier{SIC). The
stationarity is tested at 1%, 5%, 10% significalmels and the time trend has been taken into atdauhe test
equation. The unit root test results are avaialahlesquest.
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for the distributions of all the variables show maleviations from the normal distribution in the
first subsample than in the second. Finally, theCARLM test shows that there is evidence of
ARCH effects in the squares of real output grovete in both subsamplés.

We then capture the conditional standard deviatbRGDP estimating four alternative
GARCH models, symmetric and asymmetric (equatid)gX)), accounting for autoregressive
terms. Given the skewness and kurtosis of the iidgrence of RGDP, we assume that the error
term of equation (1) is t-student distributed. Hiere, the parameters of the univariate GARCH

models are estimated by maximizing the log-liketiidunction:

| :_Elog{ﬂ(v—z)r(V/Z)ZJ_E_IOga_tz _Mbg(l_,_g—lzj @)

b2 r((v+1)/2° | 2 2 o (v-2

whereI'(.) is the gamma function andis the degree of freedonvX2). The log-likelihood

function for the conditionalt distribution converges to the log-likehood funotiof the
conditional normal GARCH model as— o .

We first select the model which meets the non-neigpaiconstraints of the coefficients and
the stationarity condition (symmetric GARCH modelaihd/or the model which supports the
existence of leverage or threshold effect (asymm&@ARCH models). From this subset, the
preferred GARCH model is selected according to thmimum value of the Schwarz
Information Criterion (SIC). The conditional var@n of output growth is captured by a
symmetric GARCH model - specifically, an AR(1)-GAR(,1)!®> The conditional mean and

variance equations are as follows:

dirgdp =0.0079+ (0 2906dIrgdp_, + &,
(0.0007) ( 0070y

[0.000d [ 0o000p (82)
o? =1.60E- 06+( Q 11537, +( 086017,
(L73E-09 (0057p  ( .00589
[0.3559 [ 00440 [ .00doo (8b)

14 We only test for ARCH effects in GDP growth as ave interested in its volatility and not in the atility of the
other variables.

15 We used 1-12 lags for the estimation of the p)RA)Symmetric GARCH models. Several conditionatiaace
specifications have been estimated and the GARCQHfErforms better.
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where figures in parentheses and square brackiéstretandard errors and probability values,
respectively. The Lung-Box statistic indicates ttreg estimated model is well-specified once it
does not suffer from remaining autocorrelatiQ{i)) and remaining ARCH effect®f(p)).*®

We estimate a number of reduced-form VAR models qomarterly data for the two
subsamples (1954Q3-1978Q4, before the Great Maderand 1984Q1-2008Q1, during the
Great Moderation). We examine whether lags of excesdit growth (EXCRED) matter to the
volatility of real output growth (denoteski4qp), Which was estimated as the conditional standard
deviations obtained in equations (8a) and (8baddition to the obtained volatility of real output
growth oairgdp (Which is stationary), other variables in the syst@re the inflation rate (INF) and
the federal funds rates (FR). We estimate Vi#Rtodels withp=1,...12 The model selection
criterion is again the minimum SIC value. This mduare yields a VAR(1) model for both
subsample$’ To examine the causal effects of the variableseunmmvestigation, we conduct

Granger Causality tests, reported in Table 2.
[Table 2 HERE]

In Table 2, we detect bidirectional causality betwexcess credit growth and output volatility in
the second subsample. This finding is consistenh whe hypothesis that during the Great
Moderation, borrowing by the real sector in exaas&DP growth moderated GDP fluctuations.
Furthermore, we find that output growth volatilikgas Granger-caused by changes in monetary
policy (captured in the interest rate) before thed® Moderation, while the opposite direction of
causality holds during the Great Moderation. Furthee find Granger causality from excess
credit growth to changes in interest rate in batbhsamples. And finally, inflation Granger-
causes changes in the interest rate in the seatrsdsple but not in the first subsample, where
the direction of causality is reversed. Following$ (1980), the best way to assess our results is
in IRF analyses. We do this over 12 periods in fé@gd and Figure 5, separately for both
subsamples.

[Figure 4 HERE]

8 The corresponding values are: Q(8)=10.017, Q(12827, (3(8)=9.811, ((12)=13.287.

7 Although the lag order of the VAR is short, thendgnic behavior of the variables can be captureficgritly in
the first subsample. We tried also VAR(2) as intiidaby Akaike Information Criterion (AIC); the qitative
results do not change. In the second subsample YAR(ndicated by the both information criteria.
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[Figure 5 HERE]

Figure 4 illustrates the IRFs before the Great Matilen. They are consistent with the Granger
causality test results. A one-standard deviatiarcklo the change of the interest rate impacts
negatively (but with increasing strength) on outpotatility, until the sixth period. A one-
standard deviation shock to the change of theastamte impacts positively on inflation, with
decreasing strength. And a one-standard deviatimtksto excess credit growth impacts
positively (with decreasing strength) on the chaoigine interest rate, until the fourth period.
The IRFs in Figure 5, during the Great Moderatiarg also in line with Granger causality
tests. There are five significant effects, sumnearibelow. Most relevant to our hypothesis, we
find that a one-standard deviation shock in excaeslit growth impacts negatively (with
decreasing strength) on output volatility, aftee second period. It is interesting to note that
there is also reverse causality. A one-standardatien shock in output volatility impacts
positively on excess credit growth (and the impacstable), after the second period. This is
consistent with the view that excess credit growghinduced by concerns over volatility
concerns. Neither of these causal links betweeessxcredit growth and output volatility were

observed before the Great Moderation. We summaltizégnificant IRF findings in Table 3.
[Table 3 HERE]

Results of the forecast error variance decompasdaitalysis also support the observations from

Granger causality tests (Figure 6, Figure 7). Warsarize the key findings in Table'4.
[Table 4 HERE]
[Figure 6 HERE]
[Figure 7 HERE]

The forecast error variance decomposition analfsisvs that a substantial part of output growth
volatility during the Great Moderation is explainbg excess credit growth, whereas almost

nothing of it was explained by excess credit grob#fore the Great Moderation. This supports

8 The decomposition of the forecast error varianteirdlation and the federal funds rate are notorégd in the
table and the Figures, and are available on request
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the hypothesis that the rise in excess credit drasvemong the causes of the Great Moderation
change in volatility. Moreover, the importance afcess credit growth also clearly increased,
relative to other macro-monetary factors. Inflateomd interest rate both explain substantial part
of output volatility before the Great Moderationdamuch less during the Great Moderation,

while the reverse is true for excess credit growthsum, both the IRF results and the forecast
error variance decomposition analysis indicate al#tysfrom excess credit growth to output

volatility during the Great Moderation (and not tvef the Great Moderation) such that excess

credit growth moderated output volatility.

6. Summary, Discussion and Conclusions

In the mid-1980s, two shifts occurred in the USrecay. The first was that macroeconomic
volatility declined strongly within a few years. iSHGreat Moderation’ lasted for more than two
decades, until the Great Crash of 2007. The seewmsl that borrowing by the real sector
increased strongly within a few years, to a lehelt twas structurally above the level of growth.
It remained high for over two decades, until the&Crash of 2007. Since access to credit may
decrease output fluctuations, we hypothesize thahg the Great Moderation borrowing by the
real sector in excess of GDP growth moderated Gibfuations.

No study to date has directly analyzed the linkMeein output volatility during the Great
Moderation and borrowing by the real sector - tisatexcluding borrowing for investment in
financial instruments and assets in the ‘financsuiance and real estate’ sectors (or 'FIRE’
sectors, in the classification of the National iImeband Product Accounts). The effect of debt-
financed wealth accumulation on volatility is diéat from the effect of debt-financed activity,
which we analyze. A second contribution is thatokserve not just credit flows (as most other
studies do), but the growth in borrowing by thd metor in excess of output growth (or ‘excess
credit growth’). Using flow-of-fund data, we so fecon the growth in the debt-to-GDP ratio
that is due to borrowing by the real sector. Thimbtivated by the theoretical equality in growth
in borrowing by the nonfinancial sectors and pevaominal output growth of private and
external deficits are zero. We show that excesditcgeowth was persistently positive during
most of the Great Moderation, which it was not befdVe also explore data and evidence to

suggest that this ‘excess credit growth’ growth Vugeed to the fall in external balances and the
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rise in financial transactions by the real sectdter the mid 1980s, the nonfinancial sectors
obtained debt-financed purchasing power (bank grediich - so we hypothesize - may have
been used to cushion shocks in the non-debt fimhpeet of nominal GDP. This may run
through countercyclical variations in imports ahtbugh countercyclical wealth effects.

We test the hypothesis that this “excess credits veading to lower output volatility. We
estimate univariate GARCH models in order to obtastimates for the volatility of output
growth. We use this obtained volatility in a VAR d&b with the volatility of output growth,
excess credit and control variables (interest eaté inflation) over two periods, 1954-1978
(before the Great Moderation) and 1984-2008 (dutlregGreat Moderation), We so test whether
the excess credit-GDP volatility relations chanderdween the two periods. Results from
Granger causality tests, impulse response functmasforecast error variance decompositions
all suggest that changes in excess credit werdngatise decline in output volatility during the
Great Moderation. The causality is also bidirection

As to the interpretation of these results, a famuglebt growth is one way to connect (as in
Bean, 2011) the Great Moderation to the (2007) &bKerash’ and the ‘Great Recession’ that
followed. Bean (2011) discusses how low volatilityreal and financial variables induced more
debt-financed investment and risk taking than wootlderwise have occurred in the decades
preceding the Crash. Kemme and Roy (2012) showthigat).S. mortgage-driven house price
boom was a good predictor of the crisis. Cross-tguampirical results point in the same
direction. Akram and Eitrheim (2008) find that stalation, not acceleration of credit growth
enhances stability in both inflation and outputhia long run. Arcand et al. (2012) find that there
can be ‘too much finance’: above a threshold |®f¢he credit-to-GDP ratio, the growth effect
of credit declines and turns negative. Cecchettle{2012) likewise conclude that beyond a
certain level, debt is a drag on growth. Reinhartl &ogoff (2009) find that a common
denominator of financial crisis is a credit boomilellorda et al. (2012) find that more credit-
intensive expansions tend to be followed by deepegssions and slower recoveries. Schularick
and Taylor (2012) also analyze that financial sragie 'credit booms gone bust'.

In line with these recent studies, this paper nadés a link between Moderation and Crash:
perhaps there was a moderation of volatility padie to immoderate credit growth not only in
mortgage markets but also in the real sector.broader perspective, this more cautionary view

on credit also fits in with Minsky’'s (1982) theotiiat ‘stability is destabilizing’, precisely
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because of the buildup in leverage that it encasaghis implies that the causality from ‘excess
credit’ to declining output volatility that we hyphesize may in fact be bidirectional; and that it
may be the prelude to financial instability. In th@99 study already quoted, Godley noted for
the U.S. that the growth in private spending wagcstirally larger than the growth in private
sector incomes since the early 1990s, and he whateif ... the growth in net lending and the
growth in money supply growth were to continue famother eight years, the implied
indebtedness of the private sector would then bexseemely large that a sensational day of
reckoning could then be at hand.” (Godley, 1999T%jese observations, linked to the present

study, may lead to a re-evaluation of the naturin@iGreat Moderation.
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Appendix: Data Construction

Given the theoretical relations explained in secBpthe empirical aim is to construct a measure
for credit which (i) flows to the real sector, atig which finances activity in the real sector.
Both qualifications are important, since (i) moank credit flows not to the real sector (but to
the financial sectors) and (ii) a large part ofdirevhich does flow to the real sector (namely,
mortgages) does not finance activity but financasdactions in wealth. We exclude both from
the credit flow in our variable in order to constra fairly reliable measure for credit which
finances activity in the real sector. Only then eanproceed to analyse whether the growth rate
of this credit measure indeed maps onto activitg@es until the mid-1980s), and if it does not,
whether the difference (‘excess credit growth’) veasausal factor in the greater stability of
output growth that characterized the Great Modenati

We utilize quarterly data from ‘Z’ tables in theokl of Funds Accounts. The stock of loans
from banks to the real sector is recorded in sdfie394104005.Q in Z1, titled ‘nonfinancial
sectors credit market instruments; liability’, whitredit assets held by the domestic real sector
are recorded in series FL384004005.Q, titled ‘ddimesonfinancial sectors credit market
instruments; asset’. The difference is the net ftdank credit to the real sector. However, this
includes mortgage credit, which does not direciharice activity but finances transactions in
wealth. Mortgage credit is recorded in series FUES®05.Q, ‘domestic nonfinancial sectors;
total mortgages; liability’. Subtracting mortgageedit (FL383165005) from total credit
(FL394104005) to the real sector give us a proxypamk credit that directly finances real-sector
activity.

Apart from bank credit (‘credit market instrumeptsteal-sector activity is additionally
financed by inter-firm trade credit (FL383070005.§¢e Mateut (2005) on the role of trade
credit), firm-to-customer consumer credit (FL3830856.Q) and ‘other loans and advances’
(FL383069005.Q). We add these credit stocks (wlaieh quantitatively small relative to the
bank credit stock) to our measure. Finally, we sadttnet financial investment (including home
equity withdrawal; Greenspan and Kennedy, 2008)s ihour measure for credit flows to the
real sector. As noted in section 2, this measustilismperfect due to financial transactions on

credit in the real sector, such as leveraged meiayea acquisitions and stocks repurchases.
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Table 1: Descriptive Statistics

TABLES AND FIGURES

Mean Std dev.  Skewness Kurtosis LM-Statistic
1954Q3-1978Q4
RGDF 0.009: 0.010¢ -0.351: 3.578¢ 33.1762** (12
INF 0.009° 0.006¢ 0.857( 3.578( -
EXCREL 0.004: 0.038( -0.420: 7.553" -
FR 0.023: 0.185¢ -1.195¢ 9.207¢ -
1984Q1-2008Q1
RGDF 0.007¢ 0.005: -0.166¢ 3.269’ 3.5213* (1
INF 0.006: 0.002¢ 0.644: 2.710¢ -
EXCREL 0.010° 0.035: -0.495¢ 2.851: -
FR -0.013:¢ 0.140: -0.668( 5.959! -
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Table 2: Granger Causality Tests

Testable Hypothes

Pre-Great Moderatio During-Great Moderatio

EXCRED does not Granger Catogirgdp

oairgdp does not Granger Cause EXCR

dIfr does not Granger Cauwgirgdp

oairgap does not Granger Cause d

inf does not Granger Cau ogrgdp

oargdp do€s not Granger Cause

difr does not Granger Cause EXCR

EXCRED does not Granger Cause |

inf does not Granger Cau EXCREL

EXCRED does not Granger Cause

inf does not Granger Cau dlfr

difr does not Granger Cause i

Chi-square statist

1954Q:-1978Q 1984Q:-2008Q:
0.154: 4.036:
(0.6945) (0.0445)
0.044: 4.453¢
(0.8333) (0.0348)
8.798: 2.281¢
(0.0030) (0.1309)
1.129¢ 7.104:
(0.2879) (0.0077)
0.512¢ 0.365¢
(0.4739) (0.5453)
1.001¢ 0.438:
(0.3169) (0.5079)
0.530: 0.200:
(0.4665) (0.6545)
4.197: 7.901:
(0.0405) (0.0049)
0.006¢ 1.360(
(0.9360) (0.2435)
1.239¢ 1.191¢
(0.2656) (0.2750)
0.620¢ 5.200;
(0.4307) (0.0226)
3.557¢ 0.418:
(0.0593) (0.5178)

Notes: Probability values of the corresponding Sniare statistics are in parentheses.
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Table 3: Excess credit growth moderated output voldity during, but not before the Great
Moderation

Results fronimpulse response functic

Before the Great Moderatit During the Great Moderatic
change in intrest rate-) => output volatility excess credit growtl-) => output volatility
change in interest rate 1=> inflation output volatility (+ => excess credit grow

excess credit growth (=> change ininterestre  output volatility ~) => change i interest rate
excess credit growth (=> change in interest re

inflation (+) => change in interest r¢

Note: In the tablex (-) =>y denotes that a one-standard deviation shock imahlarx impacts negatively on the change of
variabley. Similarly,x (+) =>y indicates a positive impact.

Table 4: Excess credit growth explains output voldity during, but not before the Great
Moderation

% of 12-quarter-ahead forecast error viance

of output growth volatility explained hy.

Beforethe Great Moderatic During the Great Moderatic

excess credit grow: 0.29 excess credit grow: 16.29
change ininterestre:  11.49 change in interest re: 4.29
Inflation: 4.8 Inflation: 0.6%
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Figure 1. U.S. bank-credit-to-GDP ratios (%), 1952Q — 2012Q1
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Figure 2. Credit to the nonfinancial sectors and nminal GDP, 1952-2012
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Figure 3. Cumulative percentage point growth of “exess credit growth”, 1952-2008
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Figure 4. Impulse Responses to shocks before the €at Moderation (1954Q3-1978Q4)
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Figure 5: Impulse Responses to shocks during the @at Moderation (1984Q1-2008Q1)

Response to Cholesky One S.D. Innovations + 2 S.E.
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Figure 6: Variance Decompositions before the Greatloderation (1954Q3-1978Q4)
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Figure 7. Variance Decomposition of the Variables dring the Great Moderation (1984Q1-2008Q1)
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