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Sign and Quantiles of the
Realized Stock-Bond Correlation

Abstract: We scrutinize the monthly realized stock-bond correlation based

upon high frequency returns. In particular, we use a probit model to track

the dynamics of the sign of the correlation relative to its various economic

forces. The sign is predictable to a large extent with bond market liquidity

being the most important variable. Moreover, stock market volatility, in�ation

uncertainty, short rate volatility, and bond volatility have signi�cant e¤ects upon

the sign. In addition, we use quantile regressions to pin down the systematic

variation of the extreme tails of the realized stock-bond correlation over its

economic determinants. We document that the correlation behaves di¤erently

when it is large negative (0:10 quantile) as opposed to when it is large positive

(0:90 quantile). Nevertheless, the empirical �ndings are only partially robust to

using other, possibly less precise, measures of the stock-bond correlation.

Keywords: Realized stock-bond correlation; Sign; Binary models; Quantile

regressions

JEL Classi�cations: C21; C22; C25; G10; G11; G12



1 Introduction

In recent years there has emerged a growing literature documenting substantial

time-variation in the stock-bond correlation. Much of this literature explores

various economic forces driving the time-varying stock-bond correlation (see for

example, Connolly, Stivers, and Sun (2005), Christiansen and Ranaldo (2007),

Baele, Bekaert, and Inghelbrecht (forthcoming), among others). Still, little is

known about the dynamics of the sign and of the tails of the distribution of the

stock-bond correlation. This paper contributes to this literature by investigating

new aspects of the time-variation in the monthly realized stock-bond correlation

calculated from high-frequency returns. In particular, we analyze the sign and

the extreme quantiles (0:10 and 0:90 corresponding to lower and upper tails,

respectively) of the realized stock-bond correlation in relation to its various

economic determinants.

The sign of the stock-bond correlation is important when considering optimal

portfolio allocation. For instance, the diversi�cation bene�ts of combined stock-

bond holdings tend to be higher during times of negative correlations. Thus,

bonds appear to be safe investments during periods of negative correlations,

and risky investments during episodes of positive correlations. On the other

hand, a negative correlation seems inconsistent with models emphasizing tra-

ditional long-term fundamentals as in Campbell and Ammer (1993) and Fama

and French (1989). Hence, understanding the time-variation in the sign of the

stock-bond correlation is an important goal in �nancial economics. In practice,

we investigate the behavior of the sign of the realized stock-bond correlation by

using a probit model.

Ilmanen (2003) contains one of the �rst explicit empirical discussions of

the changing nature of the sign of the stock-bond correlation. On the other

hand, Connolly, Stivers, and Sun (2005) ascribe the sustained negative stock-

bond correlation observed since 1998 to a ��ight-to-safety" phenomenon, where

increased stock market uncertainty induces investors to �ee stocks in favour of

bonds. Further, Aslanidis and Christiansen (2010) show that it is important to

account for the sign of the stock-bond correlation when using smooth transition

regression (STR) models to describe the realized stock-bond correlation.

The present study takes a step further by adopting a di¤erent approach to

examine the sign of the stock-bond correlation. In particular, we put forward a

binary probit speci�cation inspired by the literature on forecasting the state of

the business cycle as represented by the NBER recession dates cf. Estrella and

Mishkin (1998) and Hamilton and Kim (2002). The idea of a binary model in

the stock-bond correlation literature is also explored by Chiang and Li (2009),
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although with a di¤erent correlation measure: they derive their correlation from

a bivariate GARCH model by using daily data from two investment funds. In-

stead, we use high frequency data to calculate the stock-bond correlation. High

frequency data contain as much information as possible and, therefore, may

provide a more accurate correlation measure compared to correlations from

multivariate GARCH models. We also test the robustness of our results to a

variety of correlation measures such as correlations obtained from a dynamic

conditional correlation (DCC) model, historical correlations and realized cor-

relations obtained from daily data. Another important di¤erence with Chiang

and Li (2009) is that we employ a broader set of explanatory variables than

they do. It is also worth mentioning that their analysis is con�ned to the fairly

short period of the recent 12 years, while our sample period covers nearly the

last three decades.

The extreme quantiles of the realized stock-bond correlation are related to

its sign. In particular, by considering the 0:10 and 0:90 quantiles we can exam-

ine the lower and upper distribution tails of the stock-bond correlation, which

would correspond to strongly negative and strongly positive correlation, respec-

tively. Therefore, this paper also draws on a quantile regression framework to

investigate if and how the dynamics in the realized stock-bond correlation are

di¤erent at the tails.

In practice, we build on Viceira (forthcoming) who investigates the bond risk,

represented by the realized bond beta from the standard CAPM. The realized

bond beta is equal to the realized stock-bond correlation scaled with the fraction

of realized stock volatility to the realized bond volatility. Viceira (forthcoming)

�nds that the short-term interest rate and the yield spread are positively related

to the realized bond beta. We extend the analysis of Viceira (forthcoming)

by focusing on the sign and tails of the realized stock-bond correlation and

by employing several explanatory variables in excess of those used by Viceira

(forthcoming).

Our work is also related to Pedersen (2010) who applies bivariate quan-

tile regressions to model the joint stock-bond return distribution using daily

data. So, in this analysis the stock-bond correlation is a latent variable. In

contrast, our paper treats the realized stock-bond correlation as an observable

variable calculated from high frequency data, which is in line with recent studies

on realized volatility as seen in e.g. Andersen, Bollerslev, Diebold, and Vega

(2004). The use of realized second moments has been reinvigorated recently

with the theoretical work of Andersen, Bollerslev, Diebold, and Labys (2003)

and Barndor¤-Nielsen and Sheppard (2004), among others.
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Our results are summarized as follows. Firstly, the sign of the realized stock-

bond correlation is highly predictable with bond market liquidity being the

most important explanatory variable. In addition, various volatility measures

are signi�cant in explaining the sign, namely the volatilities of the stock market

volatility, the short rate, the bond market as well as that of in�ation. Secondly,

we �nd that the behavior of the realized stock-bond correlation di¤ers when

the correlation is large negative (0:10 quantile) as opposed to when it is large

positive (0:90 quantile). At the lowest quantile only the industrial production

volatility and the bond volatility turn out to be signi�cant. At the highest

quantile, the volatilities of the bond market, in�ation and the stock market are

all signi�cant explanatory variables. Thirdly, we �nd that our results are to

some extend robust to using other possibly less precise measures of the stock-

bond correlation. Thus, using high-frequency data is of vast importance for

obtaining valid results.

The remaining part of the paper is structured as follows. First, we introduce

the data in Section 2. In Section 3 we discuss the econometric models. The

main empirical �ndings are discussed in Section 4. Section 5 contains some

robustness analysis. Finally, Section 6 concludes.

2 Data

Table 1 provides detailed information about the data. We use monthly data

over the period 1983M02 - 2009M06 which gives rise to 317 observations.

2.1 Stock-Bond Correlations

The US stock market is represented by the futures contract on the SP500,

traded in the Chicago Mercantile Exchange (CME). For the bond market we

use the futures contract on the 10-year Treasury Note, which is traded on the

Chicago Board of Trade (CBOT). The symbols used are SP and TY, respec-

tively. The reason for using futures instead of spot prices is that futures on

the SP500 and the Treasury Notes are highly liquid assets. Moreover, futures

have been also used in the literature by Ranaldo and Söderlind (forthcoming),

Christiansen, Ranaldo, and Söderlind (forthcoming), and Bansal, Connolly, and

Stivers (forthcoming).

More speci�cally, 5-minute returns are used to calculate the monthly realized

stock-bond correlation. The data are obtained from TickData. We use the

Fisher transformation of the correlation, Ct = 1
2 ln

�
1+cort
1�cort

�
, where cort is the

correlation at month t. Thus, similar to studies on realized volatility (e.g.,
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Andersen, Bollerslev, Diebold, and Vega (2004)) we treat the realized stock-

bond correlation as an observable variable.

Table 2 (�rst column) shows the summary statistics of the realized stock-

bond correlation. As seen, the mean is close to zero (0:06). Most often the

correlation takes on positive values (for example, it is positive for 59% of the

observations). The distribution seems left skewed and platykurtic. Also, the

correlation shown in Figure 1 provides information on its temporal patterns.

The series is highly erratic with its sign changing several times during the ob-

served period.

2.2 Explanatory variables

Below we list the explanatory variables employed and their associated symbols.

Symbol Description

IPt Industrial production growth

V IPt Industrial production volatility

IFt In�ation

V IFt In�ation uncertainty

Rt Short rate

V Rt Short rate volatility

SPRt Yield spread

V SPt Stock volatility

V TYt Bond volatility

LSPt Stock liquidity

LTYt Bond liquidity

Details regarding the calculations of the explanatory variables are provided

in Table 1. All variables have been standardized to have zero mean and unit

variance. This will ease the interpretation of the results by making the size of

the di¤erent coe¢ cients comparable. For the short rate we use log changes of

the 1-month CD rate as the series appears to be non-stationary in levels. This

is in contrast with both Baele, Bekaert, and Inghelbrecht (forthcoming) and

Viceira (forthcoming) who use short rates in levels (log-short rates in the case

of Viceira (forthcoming)). We de�ne the yield spread as the di¤erence between

the 10-year Treasury Bond yield and the 3-month Treasury Bill rate. Notice also

that Viceira (forthcoming) uses a survey based in�ation uncertainty measure,

whereas we use the time series in�ation volatility.

The set of variables is su¢ ciently broad to re�ect the general state of the

economy as well as the business cycle and monetary policy in�uences. Viceira
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(forthcoming) shows that the short rate, the yield spread, and in�ation uncer-

tainty are important determinants for the stock-bond correlation. We extend

the analysis of Viceira (forthcoming) by considering a broader set of explana-

tory variables. Also, for the industrial production growth, in�ation, and the

short rate we use an AR(1)-GARCH(1,1) model to calculate the time series

of volatilities. This is in line with the recent literature on modelling output

growth and in�ation uncertainty by using GARCH speci�cations (for instance,

Grier and Perry (2000), Grier, Henry, Olekalns, and Shields (2004), and Fountas

and Karanasos (2007)). Further, the stock and bond volatilities calculated from

5-minute returns are also expected to in�uence the realized correlation. Finally,

we believe that the liquidity of the stock and bond markets have a bearing upon

the realized stock-bond correlation. We measure liquidity by the traded volume

of the relevant futures contracts.

3 Econometric Framework

First we present the probit model that is used to describe the sign of the realized

stock-bond correlation. Second, the quantile regression model is laid forward.

3.1 Sign of Stock-Bond Correlation

Let St be an indicator function for the sign of the realized stock-bond correlation.

St can take two values, 1 if the correlation is positive or 0 if it is negative:

St =

(
1 if Ct � 0
0 if Ct < 0

(1)

The probit model for the sign of the correlation is given by

St = �(�X
0
t) + "t (2)

or

Pr(St > 0) = �(�X
0
t) (3)

where � is is the parameter vector, Xt is the vector of explanatory variables, "t is

the error term, and �(:) is the cumulative distribution function of the standard

normal distribution. This equation states that that the probability of a positive

correlation is equal to a function of the explanatory variables. If the probability

is above (below) 50%, a positive (negative) correlation is more likely.
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3.2 Quantiles of Stock-Bond Correlation

The quantile regression approach is an important econometric tool as it provides

a more complete picture of a given relationship compared to the ordinary least

squares (OLS) estimation of the conditional mean function. In the �nancial

economics literature, the quantile regression has mainly been applied to value-

at-risk calculations starting with Engle and Manganelli (2004). The two extreme

quantiles 0:10 and 0:90 correspond to large negative and large positive realized

stock-bond correlations. In this sense, examining the extreme quantiles can be

seen as a direct extension of the binary outcome analysis. The general quantile

regression takes the linear form

Ct = Xt��
� + "�t (4)

where Ct is still the realized stock-bond correlation and Xt the vector of pre-

dictor variables. �� is the parameter vector associated with the � th quantile.

The �exibility of the quantile regression is seen in the error term "�t , which is

allowed to have a di¤erent distribution across the quantiles. Thus, the quantile

regression allows for the e¤ects of the predictor variables to change at di¤erent

points in the conditional distribution of the stock-bond correlation. It is in this

way that quantile regressions allow for parameter heterogeneity across di¤erent

types of regressors. To obtain estimates of the conditional quantile function, we

solve

min
�2R

24 X
� jCt

t2ft:Ct�Xt��g

�Xt��� j+
X
(1� �)jCt

t2ft:Ct<Xt��g

�Xt��� j

35 (5)

The quantile function is a weighted sum of the absolute value of the residuals

and can be solved by linear programming methods, see Koenker (2005) for more

details).

4 Empirical Findings

This section discusses the results. First we present results for the sign of the

realized stock-bond correlation and then the results for its quantiles.1 In the

text we use a 5% level of signi�cance whereas in the tables ***/**/* indicate

signi�cance at the %/5%/10% level.

1The estimation is conducted using the software package EViews.
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4.1 Sign of Stock-Bond Correlation

In Table 3 we report the results from estimating a probit model for the sign of

the realized stock-bond correlation as well as the marginal e¤ects of the explana-

tory variables. The latter are evaluated at their sample means. Three models

are shown. Similar to Viceira (forthcoming), model (i) uses only in�ation un-

certainty (V IF ), the short rate (R), and the yield spread (SPR) as explanatory

variables. Model (ii) includes all explanatory variables discussed in Section 2.

Finally, model (iii) uses a subset of these variables, namely those that are jointly

signi�cant in model (ii).

Notice that model (i) has a much lower explanatory power than model (ii).

This is seen in both the McFadden R2 and log-likelihood values. More impor-

tantly, the information criteria also indicates that model (ii) is preferable to

model (i). We therefore conclude that employing only the three explanatory

variables that Viceira (forthcoming) uses for the realized bond beta is not suf-

�cient to explain the sign of the realized stock-bond correlation. Thus, it is

important to include additional variables that re�ect broader macroeconomic

and �nancial conditions, as we do here.

In model (ii) the individual t-tests imply that industrial production (IP ),

in�ation (IF ), the short rate (R), the yield spread (SPR) and stock market

liquidity (LSP ) are not important for the sign of the correlation. Indeed, the

Wald test statistic of 0:83 clearly shows that all the aforementioned variables are

jointly insigni�cant. The remaining explanatory variables are signi�cant. Thus,

it is not the industrial production growth itself but rather its volatility that is

of importance. Similarly, the in�ation rate is not important but the in�ation

uncertainty is.

In model (iii) we only retain the signi�cant variables from model (ii). This

hardly changes the results (marginal e¤ects remain almost the same) from model

(ii). Interestingly, bond market liquidity (LTY ) has the strongest e¤ect upon

the sign of the realized stock-bond correlation. Its marginal e¤ect is �0:92
implying that the more liquid the bond market is the more likely is that the

correlation is negative. Thus, an investor obtains the best diversi�cation bene�t

from investing in both stocks and bonds when the bond market is liquid. On

the other hand, when liquidity is low it is actually the time when it is most

important to hold diversi�ed portfolios, so in this sense the in�uence of liquidity

is not helpful. Apparently, stock market liquidity (LSP ) is not informative

(insigni�cant) in this respect.

Next, stock market volatility (V SP ) has the second largest impact upon the

sign of the realized stock-bond correlation (�0:78). As before, the marginal
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e¤ect is negative. In�ation uncertainty (V IF ) and short rate volatility (V R)

also have negative marginal e¤ects, although much smaller in magnitude (both

�0:22). On the other hand, bond market volatility (V TY ) has a positive e¤ect
upon the sign of the correlation (the marginal e¤ect amounts to 0.24) and the

e¤ect of industrial production volatility is also positive but much weaker.

For the most part, the volatility variables have negative marginal e¤ects

implying the more uncertainty, the more likely is that the correlation is negative.

This is actually good news, because when there is uncertainty in the markets,

then the two most important asset classes provide good hedges against each

other. So, in times of large uncertainty, stock and bond returns tend to move

in opposite directions, which is consistent with a �ight to quality phenomenon.

There are two exceptions: industrial production volatility and bond market

volatility both have a positive on the sign of the correlation. So, in addition

to the �ight to quality phenomenon, there is evidence that uncertainty in the

economy a¤ects stock and bond returns in the same direction. Nevertheless, all

in all the positive marginal e¤ects are much smaller than the negative marginal

e¤ects.

The �t in model (ii) in quite good; the McFadden R2 is 0:43. So, the sign

of the realized stock-bond correlation is to a large extent predictable by the

variables we put forward.

4.2 Quantiles of Stock-Bond Correlation

Table 4 shows the results from estimating quantile regressions for the following

quantiles: f0:10; 0:25; 0:50; 0:75; 0:90g. The coe¢ cient estimates are computed
by solving linear programming methods and their standard errors are obtained

by bootstrap resampling. Our main interest lies in the tails, that is, in the 0:10

quantile for large negative and in the 0:90 quantile for large positive observations

of the realized stock-bond correlation.

As before, we estimate three models: model (i) with the Viceira (forthcom-

ing) explanatory variables, model (ii) with all explanatory variables, and model

(iii) with only the signi�cant variables resulting from model (ii).

The results show that in all quantiles the explanatory power of model (i)

is extremely low (the R2 values range from 0:01 to 0:08). Except for the in-

tercept and, in some quantiles, in�ation uncertainty none of the regressors is

actually signi�cant. In this light, we conclude that model (i) is not an adequate

speci�cation for the realized stock-bond correlation. On the other hand, we

gain a lot of information by including the full set of explanatory variables that

we propose in this study. For instance, with model (ii) we are able to explain
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between 18% and 25% of the variation in the correlation across the di¤erent

quantiles. Still, there are some explanatory variables that are not signi�cant

in any of the quantiles (for example, IP , IF , R, V R, SPR). This can be also

con�rmed by the Wald test statistic of 5:57 that jointly tests the signi�cance of

these variables.2 These are almost the same variables that have no explanatory

power for the sign of the correlation using the probit model. Only short rate

volatility (V R) is now insigni�cant taking the place of stock market liquidity

(LSP ) above. The polished model (iii) shows that excluding the insigni�cant

variables does not change overall results of the model.

In Panel B of Table 4 we report results for the slope equality tests. As seen,

for model (iii), the coe¢ cients of the lowest (0:10) and highest (0:90) quantiles

are (jointly) signi�cantly di¤erent from each other and from those of the 0:50

quantile (median). Therefore, the e¤ect of the explanatory variables is distinct

across the three quantile under consideration. This implies that it is important

to use quantile regression methods rather than rely on a standard regression

(conditional) mean model. In contrast, for model (i) the coe¢ cients are not

signi�cantly di¤erent across the quantiles, which is not surprising given that

the included regressors are generally not signi�cant. Note also that the slope

coe¢ cients have the same sign for the low and high quantiles implying that the

di¤erences in the slope coe¢ cients are with respect to their sizes.

At the lowest quantile (0:10) only two variables turn out to be signi�cant in

explaining it, namely industrial production volatility (V IP ) and bond market

volatility (V TY ). Their e¤ects are positive, which means that the larger these

volatilities are the less negative is the realized stock-bond correlation. Thus, in-

creased macroeconomic uncertainty would imply that stocks and bonds become

closer to being perfectly negatively correlated, which implies larger portfolio

diversi�cation opportunities. The pseudo R2 amounts to 0:22 indicating a rela-

tively good degree of predictability of the left tails of the correlation distribution.

At the highest quantile (0:90) four variables come into play. As before bond

market volatility (V TY ) has a positive in�uence on the correlation. However,

there are also signi�cantly negative e¤ects arising from in�ation uncertainty

(V IF ), stock market volatility (V SP ) and bond market liquidity (LTY ). The

explanatory power of the model drops compared to the lower quantile (compare

the R2 value of 0:17 with 0:22). Interestingly, it is only bond market volatility

that is signi�cant in both low and high quantile regressions.

At the median (0:50 quantile) a di¤erent picture emerges. Notice that with

the exception of V IP all variables are now highly signi�cant. Thus, by only
2This a Fisher-type test combining p-values from Wald tests applied to the di¤erent quan-

tiles (0.1, 0.25, 0.5, 0.75, 0.9). The statistic is �2(10) distributed. The critical value is 18.30.
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considering the median of the distribution the number of signi�cant variables is

larger than at the left and right tails of the distribution. The explanatory power

of the quantile regression at the median is of the same size (0:22) as in the left

end. Thus, it is more di¢ cult to explain the large positive than the median and

large negative observations of the realized stock-bond correlation.

5 Alternative Stock-Bond CorrelationMeasures

So far, we have calculated the monthly realized stock-bond correlation using

high frequency data. This is similar to Christiansen and Ranaldo (2007). In

this section we investigate whether our results are robust to using alternative

stock-bond correlation measures.

We use the following alternative correlation measures. First, we employ

daily data to calculate the monthly realized stock-bond correlation and denote

this series by CDt. Next, we use monthly data to calculate historical monthly

correlations based upon overlapping windows of 36 months, denoted by CHt.

This measure is similar to Ilmanen (2003) who also uses a rolling window of

historical correlations. From the monthly data we also calculate the stock-bond

correlation using the dynamic conditional correlation (DCC) model of Engle

(2002), DCCt.3 This is related to Scruggs and Glabadanidis (2003) who use

bivariate GARCHmodels to describe the monthly stock and bond returns. Their

results reject the hypothesis of a constant conditional stock-bond correlation.

Note that we denote the realized correlation calculated from high frequency data

by CHt.

In summary, Ct = fCHt; CDt; CMt; DCCtg is the stock-bond correlation at
time t and they are de�ned as follows.

Symbol Description

CHt Realized stock-bond correlation based on 5-minute returns

CDt Realized stock-bond correlation based on daily returns

CMt Rolling-window stock-bond correlation based on monthly returns

DCCt DCC stock-bond correlation based on monthly returns

Table 2 contains summary statistics for the four correlation measures while

Figure 1 plots them. As seen, the stock-bond correlation is very much depen-
3The DCC model allows correlations to vary over time with the dynamics driven by past

correlations, q12;t =
_
�12(1����)+�"1;t�1"2;t�1+�q12;t�1, where

_
�12is the unconditional

correlation between "1;t and "2;t (standardized stock and bond returns, respectively), and �
and � are the news and decay parameters, respectively. The quantity q12;t is typically rescaled
using �t = q12;t=

p
q11;tq22;t to constrain the conditional correlation �t to lie between -1 and

+1.
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dent upon the frequency at which the underlying returns are recorded. The

daily correlation is fairly close to the high-frequency correlation in many re-

spects. Yet, it is more variable as seen from its standard deviation as well as

from the time series plot of the data. In contrast the monthly correlation (CMt)

and the DCC one are very di¤erent from CHt. For example, the CMt is close

to being symmetric and has lower kurtosis than CHt. Also, the monthly cor-

relation is less variable. This is expected since the CMt is a moving average

measure which tends to smooth out extreme observations. Interestingly, the

DCCt correlation has the fewest negative observations and is the least variable

correlation measure.

5.1 Sign of Stock-Bond Correlation

Table 5 (Panels A and B) shows the results (only marginal e¤ects) from estimat-

ing the probit models (i) and (ii) for each of the four measures of the stock-bond

correlation. The empirical �ndings can be interpreted as follows. First, the full

model (ii) with all explanatory variables improves substantially on model (i)

that includes only the variables from Viceira (forthcoming). This holds for all

four correlation measures and is consistent with our previous results. In partic-

ular, in terms of R2 the improvement from model (i) to (ii) is 0:33, 0:16, 0:18,

and 0:09 for CHt, CDt, CMt, DCCt, respectively. Notice also that in model

(i) the only important variable is in�ation uncertainty having a negative e¤ect

on the correlation. Second, using the high-frequency correlation (CHt) yields

by far the best �t of the model. In particular, the explanatory power of model

(ii) is 0:43 when using CHt, drops to 0:33 when using the historical correlation

CMt, while the worse �t (0:11) is obtained when using the DCCt. Finally, the

variables that are signi�cant in explaining CHt and CMt are identical and the

e¤ects have the same sign. Thus, the two correlation measures which are best

explained by the model provide us with identical conclusions as to which e¤ects

are important. On the other hand, the signi�cant explanatory variables di¤er

somehow for CDt and DCCt compared to CHt.

Overall, we conclude that the �ndings regarding the systematic variation in

the sign of the high-frequency realized stock-bond correlation (CHt) are robust

to using historical rolling window correlations (CMt). In contrast, there are

some di¤erences between the CHt and the realized correlation based upon daily

data (CDt) or the DCCt correlation.
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5.2 Quantiles of Stock-Bond Correlation

Tables 6 and 7 show the results from estimating the quantile regressions (i) and

(ii) for each of the four correlation measures. The results can be summarized

as follows. Once again, model (i) is inadequate in explaining the quantiles of

the stock-bond correlation. Similar to above, the highest explanatory power is

achieved by the high-frequency correlation (CHt). The other three correlation

measures have about the same explanatory power. Moreover, it is not the same

explanatory variables that are signi�cant in explaining the quantiles for each

of the four correlation measures. Still, for all four correlation measures we �nd

that the two extreme quantiles are signi�cantly di¤erent (panel B of Table 7).

Overall, the results for the quantiles of the stock-bond correlation are only

to some extend robust to using correlations based upon returns recorded at

di¤erent frequencies than the 5-minute returns.

6 Conclusion

This study looks further into the properties of the realized stock-bond correla-

tion based upon high-frequency returns. In particular, we investigate three fea-

tures of the stock-bond correlation that has so far been left unexplored. First,

we look at the dynamics of the sign of the correlation relative to its various

economic forces. The sign is predictable to a large extent with bond market liq-

uidity being the most important variable. Second, we use quantile regressions

to analyze the tails of the correlation. The lower quantile (lower tail), that is,

when the realized stock-bond correlation is large negative is more predictable

than the upper quantile (upper tail), when the realized stock-bond correlation

is large positive. The behavior of the correlation at the two extreme quantiles

is signi�cantly di¤erent, and quantile regressions are preferable to conditional

mean models. Finally, we investigate if the results are robust to using less �nely

recorded returns than high-frequency returns to calculate the stock-bond cor-

relation. The results are only partially robust to using the other possibly less

precise measures of the stock-bond correlation pointing out the importance of

using high-frequency data to make correct assessments.
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Table 1: Data Overview

Name Description Symbol Source

HSP High frequency stock return 5-minute ln-returns SP TickData

HTY High frequency bond return 5-minute ln-returns TY TickData

DSP Daily stock return Daily ln-returns ISPCS00 DataStream

DTY Daily bond return Daily ln-returns CTYCS00 DataStream

MSP Monthly stock return Monthly ln-returns ISPCS00 DataStream

MTY Monthly bond returns Monthly ln-returns CTYCS00 DataStream

IP Industrial production growth Ln-returns of IP index INDPRO FRED

VIP Industrial production volatility AR(1)-GARCH(1,1) volatility INDPRO FRED

IF Inflation Ln-changes of CPI index CPIAUCSL FRED

VIF Inflation uncertainty AR(1)-GARCH(1,1) volatility CPIAUCSL FRED

R Log short rate changes 1-month certificate of deposit rate CD1M FRED

VR Short rate volatility AR(1)-GARCH(1,1) volatility CD1M FRED

SPR Yield spread 10-year Treasury Constant Maturity Rate - GS10 FRED

3-month Treasury Bill secondary market rate TB3MS FRED

VSP Stock volatility Realized volatility from 5-minute stock returns ISPCS00 DataStream

VTY Bond volatility Realized volatility from 5-minute bond returns CTYCS00 DataStream

LSP Stock liquidity SP500 monthly volume ISPCS00 DataStream

LTY Bond liquidity TY monthly volume CTYCS00 DataStream
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Table 2: Stock-Bond Correlation Descriptive Statistics

CH CD CM DCC

Mean 0.06 0.15 0.12 0.11

Standard deviation 0.40 0.46 0.34 0.21

Skewness -0.55 -0.44 0.04 -0.27

Kurtosis 2.29 2.75 1.79 2.55

Percent negative 41% 35% 42% 29%

Observations 317 317 289 317

The table shows summary statistics for the stock-bond correlation 
(Fisher transform) based upon high-frequency data (CH), daily data 
(CD), monthly data (CM), and the DCC model.
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Table 3: Probit Model

Marg. Coef. Std.err. Marg. Coef. Std.err. Marg. Coef. Std.err.

Cons 0.21 *** (0.08) -0.72 *** (0.20) -0.74 *** (0.17)

IP 0.03 0.09 (0.12)

VIP 0.10 0.32 ** (0.16) 0.10 0.33 ** (0.15)

IF 0.00 -0.01 (0.12)

VIF -0.19 -0.49 *** (0.10) -0.23 -0.73 *** (0.15) -0.22 -0.73 *** (0.14)

R 0.06 0.16 (0.12) 0.01 0.02 (0.18)

VR -0.22 -0.73 ** (0.35) -0.22 -0.73 ** (0.32)

SPR 0.07 0.17 ** (0.08) 0.00 -0.01 (0.13)

VSP -0.79 -2.56 *** (0.61) -0.80 -2.63 *** (0.57)

VTY 0.24 0.78 *** (0.22) 0.24 0.78 *** (0.19)

LSP -0.01 -0.05 (0.12)

LTY -0.91 -2.95 *** (0.57) -0.92 -3.04 *** (0.48)
McFadden R-squared

Akaike criterion

Schwarz criterion

Log likelihood
Wald test statistic 
(IP, IF, R, SPR, LSP)

(iii)

The table shows the results from estimating probit models where the explained variable is the sign of the realized stock-bond 
correlation. The explanatory variables are listed in the text. The marginal effects of the explanatory variables are evaluated at 
their sample means. ***/**/* indicates that the parameter is significant at the 1%/5%/10% level.

0.43

0.84

0.99

-121.59

0.83

(ii)(i)

0.10

0.81

0.90

-122.00

0.43

1.24

1.29

-192.63
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Table 4: Quantile Regressions

Panel A: Regression results

Q Coef. Std.err. Coef. Std.err. Coef. Std.err.
Cons 0.10 -0.54 *** -0.06 -0.41 *** (0.03) -0.42 *** (0.04)

0.25 -0.22 *** -0.04 -0.18 *** (0.04) -0.17 *** (0.03)
0.50 0.15 *** -0.03 0.09 *** (0.02) 0.09 *** (0.02)
0.75 0.32 *** -0.03 0.26 *** (0.02) 0.26 *** (0.02)
0.90 0.47 *** -0.03 0.40 *** (0.02) 0.40 *** (0.02)

IP 0.10 0.00 (0.05)
0.25 0.02 (0.03)
0.50 0.00 (0.03)
0.75 0.03 (0.02)
0.90 0.00 (0.02)

VIP 0.10 0.09 *** (0.03) 0.10 *** (0.04)
0.25 0.05 (0.05) 0.04 (0.04)
0.50 0.01 (0.02) 0.00 (0.02)
0.75 0.05 (0.05) 0.02 (0.03)
0.90 0.04 (0.04) 0.04 (0.04)

IF 0.10 0.01 (0.04)
0.25 -0.01 (0.03)
0.50 0.00 (0.02)
0.75 0.00 (0.02)
0.90 0.00 (0.04)

VIF 0.10 -0.05 (0.10) -0.08 (0.09) -0.08 (0.11)
0.25 -0.09 (0.06) -0.10 (0.09) -0.07 (0.05)
0.50 -0.11 *** (0.03) -0.12 *** (0.03) -0.08 *** (0.02)
0.75 -0.11 *** (0.02) -0.11 *** (0.03) -0.10 *** (0.02)
0.90 -0.08 * (0.05) -0.11 *** (0.03) -0.10 *** (0.02)

R 0.10 0.03 (0.06) 0.07 (0.06)
0.25 0.08 (0.07) 0.02 (0.09)
0.50 0.03 (0.03) -0.02 (0.02)
0.75 0.01 (0.03) 0.00 (0.02)
0.90 0.03 (0.03) 0.01 (0.04)

VR 0.10 -0.04 (0.14)
0.25 0.04 (0.11)
0.50 0.02 (0.03)
0.75 0.00 (0.02)
0.90 0.04 (0.04)

SPR 0.10 -0.01 (0.04) -0.06 * (0.03)
0.25 0.03 (0.04) -0.04 (0.05)
0.50 0.03 (0.03) -0.06 * (0.03)
0.75 -0.02 (0.03) -0.05 * (0.03)
0.90 0.02 (0.04) 0.00 (0.04)

VSP 0.10 -0.57 (0.39) -0.56 (0.49)
0.25 -0.36 (0.69) -0.33 (0.60)
0.50 -0.07 *** (0.01) -0.06 *** (0.01)
0.75 -0.08 *** (0.02) -0.07 *** (0.01)
0.90 -0.08 *** (0.02) -0.08 *** (0.02)

VTY 0.10 0.18 *** (0.03) 0.14 *** (0.05)
0.25 0.14 *** (0.04) 0.14 *** (0.03)
0.50 0.13 *** (0.02) 0.10 *** (0.02)
0.75 0.12 *** (0.03) 0.11 *** (0.03)
0.90 0.10 ** (0.04) 0.10 ** (0.04)

LSP 0.10 -0.07 * (0.04) -0.07 * (0.04)
0.25 -0.10 * (0.05) -0.10 * (0.06)
0.50 -0.09 *** (0.03) -0.07 *** (0.03)
0.75 -0.06 ** (0.03) -0.05 * (0.03)
0.90 0.03 (0.05) 0.03 (0.05)

LTY 0.10 -0.19 (0.15) -0.21 (0.15)
0.25 -0.20 *** (0.07) -0.16 ** (0.07)
0.50 -0.18 *** (0.02) -0.18 *** (0.02)
0.75 -0.17 *** (0.02) -0.19 *** (0.02)
0.90 -0.20 *** (0.02) -0.16 ** (0.06)

Pseudo 0.10
R-squared 0.25

0.50
0.75
0.90

(IP, IF, R, VR,SPR) 5.57

0.05
0.06

(ii)

0.24
0.25

(i)

0.01
0.04
0.08 0.23

0.19
0.22

0.18
Wald test statistic 

0.17

(iii)

0.17

0.22
0.24
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Panel B: Slope equality tests

Quantiles 

0.10; 0.50 0.82 42.34 *** 19.37 ***
0.50; 0.90 0.63 16.85 12.79 **
0.10; 0.90 0.35 31.58 *** 14.89 **

(ii) (iii)

Panel A shows the results from estimating quantile 
regressions for the realized stock-bond correlation. Panel B 
shows the Wald test statistics of the slope equililty tests. 
***/**/* indicates that the variable is significant at the 
1%/5%/10% level.

(i)
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Table 5: Probit Model for Various Correlations
Panel A: Model (i)

VIF -0.19 *** -0.14 *** -0.31 *** -0.07

R 0.06 0.11 ** 0.05 -0.01 *
SPR 0.07 ** 0.02 0.02 -0.02

McFadden R-squared

Panel B: Model (ii)

IP 0.03 -0.01 0.06 0.02

VIP 0.10 ** 0.04 0.10 * 0.08 *
IF 0.00 0.06 -0.04 -0.01

VIF -0.23 *** -0.14 *** -0.35 *** -0.08 **
R 0.01 0.11 ** 0.04 -0.02

VR -0.22 ** -0.09 -0.27 ** -0.01

SPR 0.00 -0.03 0.00 -0.06 *
VSP -0.79 *** -0.09 ** -0.10 ** -0.04

VTY 0.24 *** 0.19 *** 0.21 *** 0.10 **
LSP -0.01 -0.14 *** 0.02 -0.09 ***
LTY -0.91 *** -0.21 *** -0.88 *** -0.16 ***
McFadden R-squared

The table shows the marginal effects from a probit model where the explained 
variable is the sign of the stock-bond correlation based on high-frequency data (CH), 
daily data (CD), monthly data (CM), and the DCC model. The explanatory variables 
are listed in the text. The marginal effects of the explanatory variables are evaluated 
at their sample means. ***/**/* indicates that the parameter is significant at the 
1%/5%/10% level.

CH CD CM DCC

0.43 0.23 0.33 0.11

CH CD CM DCC

0.10 0.07 0.15 0.02
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Table 6: Quantile Regressions (i) for Various Correlations

Panel A: Regression results

Q

Cons 0.10 -0.54 *** -0.52 *** -0.33 *** -0.19 ***
0.25 -0.22 *** -0.13 *** -0.14 *** -0.04 *
0.50 0.15 *** 0.22 *** 0.14 *** 0.11 ***
0.75 0.32 *** 0.43 *** 0.36 *** 0.27 ***
0.90 0.47 *** 0.68 *** 0.53 *** 0.37 ***

VIF 0.10 -0.05 -0.03 -0.05 0.02 *
0.25 -0.09 -0.10 ** -0.08 ** -0.03 *
0.50 -0.11 *** -0.11 *** -0.11 *** -0.05 ***
0.75 -0.11 *** -0.11 *** -0.17 *** -0.05
0.90 -0.08 * -0.15 *** -0.13 *** 0.00

R 0.10 0.03 0.01 -0.02 0.02 *
0.25 0.08 0.09 -0.02 0.01
0.50 0.03 0.01 -0.01 -0.01
0.75 0.01 0.01 -0.02 0.00
0.90 0.03 -0.02 -0.09 ** 0.04 **

SPR 0.10 -0.01 0.02 -0.10 *** -0.06 ***
0.25 0.03 0.03 -0.06 * -0.02
0.50 0.03 0.01 0.06 ** -0.01
0.75 -0.02 0.01 0.03 0.00
0.90 0.02 -0.03 -0.01 0.00

Pseudo 0.10
R-squared 0.25

0.50
0.75
0.90

Panel B: Slope equality tests

0.82 2.27 45.99 *** 30.39 ***
0.63 1.94 9.47 ** 6.63 *
0.35 5.49 9.23 ** 10.34 **

0.04 0.02 0.05 0.02

0.05 0.04 0.07 0.01
0.06 0.05 0.14 0.02

0.10; 0.50
0.50; 0.90
0.10; 0.90

Panel A of the table shows the results from estimating quantile regressions for the 
stock-bond correlation using high-frequency data (CH), daily data (CD), monthly 
data (CM), and the DCC model. Panel B shows the Wald test statistics of the slope 
equililty tests. ***/**/* indicates that the variable is significant at the 1%/5%/10% 
level.

CH CD CM DCC

0.01 0.00 0.09 0.04

0.08 0.05 0.09 0.03

CH CD CM DCCQuantiles
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Table 7: Quantile Regressions (ii) for Various Correlations

Panel A: Regression results

Q

Cons 0.10 -0.41 *** -0.39 *** -0.31 *** -0.16 ***
0.25 -0.18 *** -0.11 ** -0.10 ** -0.04
0.50 0.09 *** 0.17 *** 0.15 *** 0.10 ***
0.75 0.26 *** 0.42 *** 0.35 *** 0.24 ***
0.90 0.40 *** 0.62 *** 0.47 *** 0.35 ***

IP 0.10 0.00 0.04 -0.02 0.00
0.25 0.02 0.00 0.02 -0.01
0.50 0.00 0.02 0.01 0.01
0.75 0.03 0.02 0.03 0.02
0.90 0.00 0.02 0.01 0.00

VIP 0.10 0.09 *** 0.02 0.03 0.08 **
0.25 0.05 0.00 -0.01 0.08 ***
0.50 0.01 -0.04 0.06 0.05 **
0.75 0.05 0.01 0.05 0.02
0.90 0.04 0.01 0.09 ** 0.01

IF 0.10 0.01 0.08 0.00 0.01
0.25 -0.01 0.00 -0.01 0.01
0.50 0.00 -0.01 -0.04 -0.01
0.75 0.00 -0.02 -0.08 ** -0.03
0.90 0.00 -0.01 -0.10 *** 0.00

VIF 0.10 -0.08 -0.01 -0.10 * -0.03
0.25 -0.10 -0.09 -0.05 ** -0.04 *
0.50 -0.12 *** -0.08 ** -0.14 *** -0.06 **
0.75 -0.11 *** -0.14 *** -0.19 *** -0.06 **
0.90 -0.11 *** -0.11 -0.16 *** -0.03

R 0.10 0.07 0.07 0.01 0.00
0.25 0.02 0.06 0.00 0.01
0.50 -0.02 0.00 0.00 0.01
0.75 0.00 -0.01 -0.01 0.00
0.90 0.01 -0.01 -0.08 ** -0.01

VR 0.10 -0.04 0.00 0.01 -0.10
0.25 0.04 0.02 0.00 -0.01
0.50 0.02 0.02 0.01 -0.02
0.75 0.00 0.06 0.03 0.03
0.90 0.04 0.03 0.01 0.03

SPR 0.10 -0.06 * -0.05 -0.14 *** -0.03
0.25 -0.04 -0.06 -0.05 -0.04
0.50 -0.06 * -0.02 0.05 -0.04 **
0.75 -0.05 * -0.06 0.02 -0.06 **
0.90 0.00 -0.01 0.00 -0.03

VSP 0.10 -0.57 -0.27 -0.01 -0.28
0.25 -0.36 -0.17 -0.01 -0.17
0.50 -0.07 *** -0.05 *** -0.03 * -0.05 ***
0.75 -0.08 *** -0.06 *** -0.03 ** -0.05 ***
0.90 -0.08 *** -0.04 -0.04 * -0.05 ***

VTY 0.10 0.18 *** 0.18 *** 0.11 *** 0.04 *
0.25 0.14 *** 0.15 *** 0.08 *** 0.06
0.50 0.13 *** 0.12 *** 0.05 * 0.08 ***
0.75 0.12 *** 0.10 ** 0.01 0.08 **
0.90 0.10 ** 0.05 0.02 0.06 *

LSP 0.10 -0.07 * -0.02 -0.01 -0.03
0.25 -0.10 * -0.12 ** -0.02 -0.03
0.50 -0.09 *** -0.11 *** -0.02 -0.05 ***
0.75 -0.06 ** -0.07 * -0.02 -0.05 **
0.90 0.03 -0.07 0.01 -0.04

LTY 0.10 -0.19 -0.17 *** -0.09 -0.04
0.25 -0.20 *** -0.17 ** -0.07 *** -0.07 **
0.50 -0.18 *** -0.18 *** -0.10 *** -0.07 ***
0.75 -0.17 *** -0.14 *** -0.09 *** -0.05
0.90 -0.20 *** -0.17 *** -0.11 *** -0.11 ***

Pseudo 0.10
R-squared 0.25

0.50
0.75
0.90

0.25 0.17
0.23 0.15

CH CD

0.24 0.16

0.22 0.11
0.15 0.12

0.19 0.13
0.18 0.09

0.15 0.14

CM DCC

0.15 0.17
0.12 0.13

22



Panel B: Slope equality tests

Quantiles 
0.10; 0.50 42.34 *** 23.12 ** 68.07 *** 23.80 **
0.50; 0.90 16.85 5.48 27.10 ** 25.14 ***
0.10; 0.90 31.58 *** 20.87 ** 72.80 *** 84.91 ***

Panel A of the table shows the results from estimating the quantile 
regressions for the stock-bond correlation using high-frequency data (CH), 
daily data (CD), monthly data (CM), and the DCC model. Panel B shows 
the Wald test statistics of the slope equililty tests. ***/**/* indicates that 
the variable is significant at the 1%/5%/10% level.

CH CD CM DCC
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Figure 1: Stock-Bond Correlation

Notes: The figure shows the time series of the Fisher transform of the stock-bond correlation calculated using high-frequency data (CH), daily 
data (CD), monthly data (CM) and the DCC model.
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