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Abstract

In this study, we empirically testhether pegged regime was successful in
achieving price stability in 17 MENA countries owbe 1980-2007 period.
Taking into account country heterogeneity, as \&sliendogeneity of exchange rate regimes
we estimate dynamic panel-data models of the affetexchange rate regimes on inflation
using various classification schemas. Our results gvidence of strong relationship between
the choice of exchange rate regime and inflatiome @isjunction betweede jure and de
facto policies yields different resultde jure fixed exchange rate was not successful in
assuring lower and stable inflation rate as théwaky supposed because monetary policy
commitment was lacking credibility. On the contramgingde factomeasures of exchange
rate policies, inflation rate is found to be muohvér underde factopegged regimes than
underde factoflexible regimes. A robustness test account fecmipancy betweetie jure
and de factobehaviour show that a credible fixed exchangemegas well as a fear of

floating behaviour contribute significantly to lomieflation rate.
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1. Introduction

Over past decades, MENA has experienced sevetatiamnfary shocks. To deal with price
volatility and to curb inflation, many MENA countries have chosen the policy of dixe
exchange rates as the preferred policy anchor.idde was that by pegging their national
currencies to the currency of a country with strorgditutions and traditions of stability they
import credibility and confidence to their economiélowever, the decision of pegging the
exchange rate comes at the expense of loosing argnatlicy independency. Nevertheless,
the under-developed monetary institutions underrttieecapacity of monetary authorities to
use discretionary monetary policy successfullyaddition, fixed exchange rate regime- to the
limit of its sustainability- appears to be the bastans in achieving price stability as for
various reasofs many MENA countries were reluctant to let the fmah exchange rate
adjust freely. Indeed, exchange rate as a nomamzhor provides a highly visible
commitment, inciting an optimal macroeconomic perfance especially if political costs of

loose monetary and fiscal policies are high.

In the early 1990s, some MENA countries, while eimgureforms, have adopted more
flexible exchange rate policies allowing some scdpe monetary policy independency.
Greater exchange rate flexibility seems to perfaetatively well in term of inflation
performance during these last past yéaFke run-up of USA’s inflation rate and subsequent
dollar depreciations coupled with world market prexplosion have exacerbated inflation in
all MENA countries with pegged regimes to the USlatoreturning to the forefront the
debate about the appropriateness of fixed excheatgeto the US dollar in assuring price
stability. However, although this question has besrewed recently, there was no explicit

study that tries to evaluate the experience oeiffit MENA counties with pegged regimes.

% These reasons are related to the fear of floatypgthesis proposed mainly be Calvo and Reinha@Zpand
to the original sin hypothesis proposed by Eicheagrand Hausmann (1999). The flexibility of excleanty

be an independent source of inflation for countttes are more open (higher pass-through from exghaate

to inflation), with high liability dollarization owith high ratio of debt in foreign currency.

3 Several countries, Turkey, Egypt, have put in placere recently, an inflation targeting framewodtssome
form of this monetary policy framework while oth8#ENA countries such as Morocco and Tunisia are
implicitly targeting inflation, and are slowly mag towards an inflation-targeting regime. (See Neak008
for more detail).



Several influential papers try to assess the melatiip between the choice of a particular
exchange rate regime and inflation using a worléwsdmple of countries. The results were
highly dependent on the sample selection, methbdstonation, classification schemas used
as well as the boundary between fixed and flex@lehange rate regimes, making it difficult
to assign a univocal relation between exchangeregfiene choice and inflation outcome, but
open an empirical question pertaining to analysg télation in a specific region or sub-

sample of countries.

In this paper, we depart from many existing enspiristudies in an essay to set out the
relative importance of the link between exchande ragimes and inflation performance in
seventeen MENA countries for the period from 198@®@07. More precisely, we aim to test
empirically if eitherde jureor de factopegged exchange rates were successful in inslaing

and more stable inflation during the past threeades.

The rest of the paper is organized as followsha next section, we review some empirical
studies conducted on the relationship between #tere of the exchange rate regime and
inflation performance. Then, we present some dglifacts on the connection between
exchange rate regimes and inflation behaviour in sample, focusing briefly on signal
country experience with various exchange rate regirtn section four, we develop the model
and the testing methodologies, present our empirgsalts and provide a robustness test to
evaluate the effects of discrepancy and/or consigtbetweertde jureandde factobehaviour

on inflation outcome. Finally, section five consilon.

2  Inflation Performance and Exchange Rate Regime: A
Literature Review

The earlier research on the relationship betweechange rate regime and inflation
performance was based on the concept of the nomameior. In an environment of high
inflation, pegging a country's currency to a majarrency with which enjoy low inflation

was regarded as a precommitment mechanism to andtaiionary expectations which is to
guarantee a stable currency (credibility effegtss well as to ensure fiscal policy discipline

(, i.e. balanced state budget).

* See Giavazzi and Giovannini, 1989; and Klein ahdrSbaugh 2007



This analysis suggests that in the context of fieeathange rate, being a high visible
commitment, expectations may respond to the exahasig movements raising the political
cost of loose monetary and fiscal policies, thuewahg government to resist to the
temptation of following lax excessive macroecononpolicies in order to maintain

confidence in the fix, Obstfield and Rogoff (1996hosh et al (1996, 1997).

This conventional wisdom, according to which fixeake regimes provide more fiscal
discipline than flexible regimes, has been questiotiheoretically and empirically by Tomell
and Velasco (2000). In their inter-temporal apphpdley show that a lax fiscal policy today
is reflected more quickly in current exchange-rate ements under floating exchange rate, whereas

pressures are allowed to build and accumulate unast rates until they overwhelm the system. So a

floating rate can provide indeed more incentiveciamsistent fiscal behaviour.

Notwithstanding the above theoretical explanatioes)pirical evidence shows that the
credibility and macroeconomic discipline of fixeates is neither automatic nor guaranteed.
In practice, policy makers could use “cheap talk” gursue time-inconsistent policies.
Government may have incentive to create surpriiation in order to achieve a short term
gain impairing hence to their credibility. The lack of credibility induces changsfuture

expectations, leading to highieflation rates.

In spite of the theoretical links, the empiricaidances have proven to be elusive rather turns to
find a favourable link between fixed exchange ratgmes and price stability.

Such relation is found to be highly dependant omlentiful of factors, including the
characteristics of countries under study, as figgdhange rate regimes seem operate with
varying strength in different economies; the gyatit institution; the level of details in the
regime classification ; the sensitivity of resuitsthe classification algorithm included ; the
influence of shocks and exchange rate collapsé@mtuitcome and therefore on capturing the
true impact of exchange rate regime on inflatiomnsor bias); the effects of changes in
inflation expectations when the exchange rate regwitch (Lucas critique).

® The theoretical reasoning follows from Barro andrddm Model which shows that policy makers are
concerned not only about inflation as policy gdais also with the fact that inflation (at leasthe extent that is
unexpected) may carry benefits as well. Therefeg goes not eliminate the incentive to create Hation bias
thereby printing more money in order to expand ¢henomic activities in the short run. Assuming aadil
expectations, this may impairs the credibility dngse public realizes the authorities incentives adjdst their
prices and wages accordingly so inflation surpdaa not work systematically and the country endwii
higher inflation rate without any gain in term aftput growth.



Moreover, many of these studies recognize thecditff in assessing the impact of exchange
rate regime on inflation, due to the possible e¢fté@ndogeneity, and have attempted to control
for this endogeneity in several ways.

Here we present a short review of empirical stutles have investigated the relationship
between exchange rate regime and inflation comigpofor some of the previously mentioned

factors.

Ghosh, Guld, Ostry, and Wolf (1997) analyse inflatperformance across different exchange
rate regime eithede jure or de factofor a sample consisting of a significant number of
countries (136 industrialized and developing caasjrcovering the period from 1960 until
1990. They found that inflation rate and inflatieolatility was both lower and more stable
under pegged regimes than under intermeliatel floating regimes. This good inflation
performance under fixed exchange rate is achienggirt, through discipline effects -a tight
monetary policy- thereby lower money supply growithis effect seems to be greater than the
credibility effects steaming from a more robust deach for money. Controlling for exchange
rate endogeneity did not change their results. Heweesting the robustness of results under
a cross sub-groups points out two exceptions. Bontties with very low inflation rates
(generally high-income countries) where credibilgygained from other mechanisms such as
the absence of capital controls and for countrigl fkequent change in their parities, where
credibility is low; the choice of the exchange reggime have only a small marginal effect.

In Contrast, Levy-Yeyati and Sturzenegger (200®ing their de facto classification of
exchange rate regimes for 159 countries during 1989 period, found that inflation was
quite similar in countries with fixed or pure flogg regimes but were much higher in
countries with intermediate regimes.

Rogoff, Husain, Mody, Brooksand Oomes (2003) fouseharating the 120 economies in
their sample into three groups; developing, emergmarkets and advanced, during the 1940-
2001 period, that exchange-rate flexibility wasamsated with higher inflation rate in
developing economies. One explanation is that thesantries lack sound institutions and a
strong anti-inflation track record. These economies have gained credibility and enhanced
policy discipline (thereby, lowering interest rgteéy adopting pegged rates. They also found
that inflation performance in emerging markets wlod exhibit a significant relationship with
the degree of exchange-rate flexibility, while &mlvanced economies evidence indicates that

® The coefficient for intermediate regime was stidly insignificant.



inflation decline with exchange-rate flexibility deuse of enhanced credibility and policy
discipline under strong institutions, an independsentral bank with a clear anti-inflation
mandate.

Bleaney and Francisco (2005), Using data from gelaample of developing countries from
1985 to 2001, find that hard peg arrangement exentsgative significant impact on inflation
in comparison to soft peg and floating regimes. @Ganmg soft peg with floating regime
show a high sensitivity of results to the classifion methodology employed. For example,
while there were no significant difference betwseft peg and floating regimes undks jure
IMF, de facto Levy-Yeyati and Sturzenegger (LYS) and Bubula ©fRebe (BOR)
classifications, inflation rate was shown to lmdicantly higher using Shambaugh (JS) and
Reinhart and Rogoff (RR)e factoclassifications.

Domac, Peters and Yuzefovich. (2004) perform theialysis on a sample of 22 transition
economies through 1999s. Controlling for Lucasiquigs and exchange rate endogeneity,
they found that the credibility associated withefixexchange rate helps policy makers to
achieve lower inflation outcome. Same results Wweumd by Moreno (2000 and 2001) on a
sampler of 98 developing countries for the peri@¥4t1999. His conclusion about the
superiority of pegged regime did not change aftazlugling high inflation episodes and
period of currency crisis preceded by a peg. Meeently, De Grauw and Schnabl (2008)
conduct their investigation using GMM estimatiooheique, to account for endogeneity, on
on 19 South Eastern and Central European countres the period 1994-2004. Their
findings reveal that exchange rate stability cdmiies significantly to low inflation rate. Or,
by removing the outliers from the sample and bydcmting their analysing on two sub-
periods; a high inflation period (1994- 1997) andbw inflation period (1998-2004), the
evidence in favour of negative association betwerohange rate stability and inflation
disappears.

Concerning MENA countries, the first study, to durowledge, that tried to address this
relation is this of EI-Achkar and Shahin (2009).ingspooled OLS regression and IMle
jure and Bubula Otker Robe classification, they did fial any significant difference
between exchange rate arrangements and inflatidarpence in sample of eighteen MENA
countries over the period of 1975 to 2005. Evearatinning the regression on sub-regional
sample, the fixed exchange rate regime dummyissignificant. The authors acknowledge
that their results may be driven by endogeneitgxafhange rate regime, nevertheless, they
did not control for it. In this paper, we also xae the experience of MENA countries in the

last three decades but unlike El-Achkar and Sh&@®9) we control directly for country



heterogeneity by running fixed effects estimatiaging de jure as well as twode facto
classifications. Our finding is then tested forgydtal endogeneity as such test can change the
interpretation of results. Our results reveal @mipancy in performance betweds jureand

de factopegged policies. Official declaration of fixed Batge rate seems to be insignificant
however, controlling for endogeneity show thatatitin rate was higher in countries claiming
to be fixer while de facto fixer realise betterlation performance than countries with more
flexible arrangements. Indeed, credibly peggedmegivhere the officiatle jureand the real

de factobehaviour are consistent and / or fear of floapnactice, where announced floating

regime wagle factopeg one, contribute significantly to lower inftati

3 Inflation and Exchange Rate Regime in MENA

In this section, we first present an overall pietaf inflation development in MENA, and then
we compare inflation performance under pegged amdpegged exchange rate arrangements
using various exchange rate classifications. Rmnalle examine each country-specific

experience under alternative exchange rate policies

3.1 Inflation Evolution: an overview picture

Figure (1) gives an over all picture on the evatof inflation in MENA as a group and a
comparative inflation performance at regional level

Figure 1

Evolution of Inflation in MENA
(1980-2007)
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Over the past three decades, the dynamic procasflaifon is affected by a combination of
global and domestic factors. At the beginning 0809 inflation showed a declining trend

culminating ultimately in price collapse. Howevat,the end of 1985 the situation changed



rapidly. The inflation surged extremely fast and¢td®e more volatile till mid 1990s, the
ongoing geopolitical tension, as like the Iraniaaglan wars in 1988, Gulf war 1990-1991
was in cause. In the late of 1990s and early 20@@ation has declined from double to
signal digits, reflecting improvements in the terofigrade and stronger demand management

policies.

A new phase of acceleration in inflation startsrelaéer. This new increase could be
explained by exogenous shocks to the region, sa&merican-led war against Irag in 2003,
which has had serious consequences for the regiontries and higher pricder oil and other
commodity prices on international market, reflegtgrowing demand from emerging market
countries. Even more, the subsequent weaknes® afallar has added additional inflationary
pressure in countries that peg to the US dollars T§due not only to nominal depreciation
and higher prices for imports, but also to constrgj central banks independency in their use
of interest rates to tackle rising inflation takimgmind that the room to manoeuvre in the area

of interest rates depends on the degree of cautalunt liberalisation.

Regionally, there were no much differences in iidla convergence. Whereas, inflation rate
was much lower in average in the Gulf countriesntla the other regions in MENA.
However, by the end of 2000s, inflation differehbatween the three regions became small.
Moreover, average inflation rate in the Maghrebntoas was superior to that of the Gulf
countries due in part to the appreciation of thairrencies face to the US dollar. The
magnitude of differences during early 1980 to m@9ds was many time higher than late
1990s and 2000s.

3.2 Inflation and Exchange Rate Regime: de facto/ de jure?

In this sub-section, we use officidé jureIMF exchange rate classification in addition t@tw
alternativesde factoclassifications; Levy-Yeyati and Sturzenegger &00n what follows,
LYS) and this of Reinhart and Rogoff (2007) (in whallows, RR) to assess statically
whether inflation is lower under fixed exchangeereggimes than under more flexible ones.
The rule we use to separate exchange rate regitegocaes into pegged regimes and non
pegged regimes depend on the widths of bands wikt@rfixed exchange rate is allowed to
move. In this case history offer some gaudinessnic@s that keep its exchange rate with in

+-2% bands have been considered as pegged. Taise®ms to be appropriate to ensure the



comparability of results across these three classibns even if their definition of pegs is
rather different. Since, crawling peg within +-2the RR classification is only included in the
pegs category.

In fact, several authors consider crawling pegs badds categories in the intermediate
categories. Even Ghosh, Gulde, Ostry and Wolf (2082lude it in the more flexible
arrangement when they try to regroup exchangeofaervation in only two sub-groups.

The theoretical problem with intermediate regimgshat they offer policy makers more
flexible mechanism to deal with external negatiecks such as freedom to slow down
disinflation, to augment fiscal expenditures inertb counteract recession. Therfore, it is not
obvious whether crawling pegs and bands regimegesas a nominal anchor or as an
instrument to limit output loose. These exchange ragimes make it easier to flout the rules
of the pegged exchange rate. In contrary, BleneayRrancisco (2005) argue that pegs is
only crawl as a result of inflation, so that tregtia crawling peg like other than a peg would
bias the results toward finding of lower inflatifor pegs?.

The following figures (2 to 4) compare averageatifin performance of MENA under fixed
and more flexible exchange rate arrangements, wngire IMF classification and two de

facto alternative classifications.

Figure 2

Inflation Performance and IMF (de Jure) Exchange Rate Regime
(1980-2007)
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" Crawling pegs categories were included in thedfigeoup, except in the case of LYS classificatioms it is
not obvious how to distinguish crawling pegs antlydioat regimes from each other and thus, we gealthem

together in the more flexible categories to avoghsurement errors



Figure 3

Inflation Performance and RR (de Facto) Exchange Rate Regim
(1980-2007)
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Figure 4

Inflation Performance LYS (de Facto) Exchange Rate Regim
(1980-2007)
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We see obviously that no matter which classificatoemployed, the different classifications
assign the lowest value to the fixed exchange aatethe highest one to the flexible ofies.
Moreover, the superiority of pegs group in termirdgfation appears more clearly with RR
classification. Indeed, inflation appears to heeasistently worsened during mid-1980s until
the early 1990s and that inflation performance esiB002 reveals an apparent convergence

between countries with fixed and flexible regimggged group shows upward trend in

8 Our results may be influenced by the fact thatsdmmple includes countries that had already addpiating
regimes, and which moved to more flexible regimteraft crisis. Nevertheless, even after removing hig
inflation, the group of countries under fixed exaba rate regime show better inflation performance.

10



inflation rates while flexible group shows a dowmdarend in inflation rate however, this

trend was not rather continuous.

3.3 Inflaton and Exchange Rate Regime: A Country-Specific
Experience

The credibility of fixed regimes may be viewed wdliferent degree in different countries.
Even more, exchange rate peg may become more lgediér times as long as monetary and
fiscal policies are consisting, or less credibleraam of nominal depreciation moufits.
Indeed, institutional framework, level of interrmatal reserves and political stability may
make a given regime more or less stable. The lilitgiand the longevity of pegs regimes in
the region have been influenced as much by divgrngiacroeconomic conditions. Adding the
instability of regional security, the sustainalyildf fixed rate was often tested by speculators.
So evaluation country specific experience may Ise ahatter for evaluating the impact of

fixed exchange rate policies on inflation performan

Table (2, annex I) presents before and after colsgaiof average changes in inflation rates
when a country in our sample switched from degureregime to another for the 1980 -
2007 period.

A closer look reveals some divergent picture tortiation between exchange rate flexibility
(rigidity) and average inflating rate in our sampkor example, while some MENA countries
(e.g Egypt, Algeria, Tunisia, Turkey and Yemen)nggsed a reduction in average inflation
rate when they moved toward more flexible excharge arrangements, other MENA
countries who stayed or moved to more rigid formenfchange rate regimes (e.g, Lebanon,
Morocco and Jordan) experienced a pronouncedtiedun inflation.

However, in general the Gulf's Countries also knoas the Gulf Cooperation Council

Countries (GCC) register the best inflation perfante than other MENA sub-groups.

The GCC countries were successful in maintainirigghly credible and long standirdg
facto pegged exchange rate to the US dollar, consistamtomic policies antlexible labour

and product markets. Overall, the peg to the ddias worked well in these countries, keeping

% Aizenman and Glick (2007) show that there is gdagiain from choosing a pegged exchange rate ngsae
the regime remains in place for long time, not anlyrder to mitigate the inflation bias from thelsknown
time inconsistency problem, but also to steer tamemy away from the high inflation equilibria. Hever, the
cost of regime’s change and the output contradtitirbe great.

11



inflation relatively low and strengthening configenin currencies and in the economies more
generally. Nevertheless, there were some differences acrsstries in GCC region. Five
Gulf countries were categorized as showing limftexiibility vis-a-vis the US dollar. Starting
2000, the regime is classified as adjustable peheadJS dollar in a step towards the single
currency. Inflation performance was a little bitttee under limited flexibility regime than
under conventional peg. AK, UAE, QTR, while KWT aBH#R have shown some moderated
decrease in inflation. Inflation average in Omarswaout 0.9% under its pegged exchange
rate to the signal US dollar, which has been maiathover all the period.

However, since 2002, the GCC countries suffer emrey inflationary pressures casting
doubts on the appropriateness of keeping this gtommnection with the US dollar. High oil
prices generate increases in the monetary bask inhlthe same time the domestic monetary
policy was subordinated to that of the united stetethe domestic interest rate has to be
aligned to the lower US rate encouraging henceitcegghansion. This occurs at a time when
the rapidly growing economies of the GCC countresild have required more stringent
monetary policies. In addition to the liquidity ett, the depreciation of the dollar raises
prices for a wide range of imported goods, withngigant repercussions on the costs of
domestic production and living cost, prompting heedemand for wages increases, fuelling

inflation pressure that was initiated by high aicps.

Maghreb countries (Arab Maghreb Union), has enjayeehtly a favourable convergence in
inflation performance. This is due in grand padythe appreciation of their currency against
the US dollar which was very helpful in containinlation.

Among Maghreb countries, Morocco has shown bettdlationary performance under
conventional fixed peg arrangements against a ceitgof currencies that have been in place
since 1990. Before this date, Morocco has a man#gatingt regime. Average inflation
declined to 3.6 percentage points following theélioation of pegged exchange rate regime.
Libya has an average inflation of 4% under theveotional fixed peg to a basket of
currencies. Libya ensure stability in inflation whi may be not related to the fixed exchange
rate regime but to the structure of its economyrattarized by a low population, large

petroleum resources and a real financial power.

Over period 1980-1988, Tunisia had a conventiorg {® a composite of currencies and a
managed float regime since then. However, throtglsecond period exchange rate has been

characterized as a crawling bands regime in 19892890 and as a crawling peg during

12



2003-2005. While inflation rate was, in averageydo under more flexible exchange rate
arrangements, it was 1.5 percent point lower uradawling peg and bands than under
managed float regime.

Algeria operated under a conventional fixed pegresja composite of currencies until 1994.
In 1995, the country has opted for a managed flegitme. Due to the high dependence of the
economy on oil revenue, the country was very sieasio term of trade shocks. The oil crisis
occurred in 1986 has seriously affected the econdnilation rate, budget deficit and debt
ratio has risen continuously. Faced with all theiiculties, the country give up the peg and
opted for managed float regime. The average ioftatiate has declined by 3 percentage
points in the years following the adoption of treawregime.

As for Algeria, other MENA countries (e.g. Egyptan, and Turkey) have been moving away
from employing the exchange rate as a nominal anéfalowing several shocks, the central
banks with finite reserve were not able to defetidt® nominal anchor commitment.

In Egypt the exchange rate was fixed to the USadoHowever, the economy was subject to
several external shocks; sharp drop in oil prices the associated revenues, to the Gulf War
in the 90s that caused the remittances of indivgduarking there to fall. All these shocks
have affected the economy negatively and contribtiiea large macroeconomic distortions
(e.g. balance of payment deficit, high inflationdasignificant level of debt) inducing also a
foreign exchange reserve losses in defending the pe

All these disruptive shocks weakened the confideincthe Egyptian currency which was
subject to several devaluations. Under such a presthe authorities put in place a managed
floatting regime. Through 1980s, period under fixate regime, inflation was about 14%
comparing to 3% under managed float regime. Howewed 999, Egypt has re-linked its
currency to the dollar within horizontal bands libg pressures on the exchange rate have not
eased causing a depreciation of over 35% vis-#heiglollar since mid-2000 until early 2003
when Egypt re-adopted a floating exchange raterregRecently (since 2007), the monetary
authority has met in place an inflation target egsthat seems to perform well in reducing

inflation.

Iran’s economy has a fixed exchange rate to spécaaling right (SDR) until 1992. As for
Egypt, several shocks have obligated the monetatiyoaties to end up the peg and an

independent float regime has been put in placd @885. Thereafter the country operates

13



under a managed floatting regime. Inflation varfiesn 14.5% under the pegged rate to 18%
under floating regimes. Recently, the country essified as having a crawling peg regime

with average inflation of 14%.

From 1982 to 1998, Turkey was operating under aaged float regime. Inflation has
registered an average rate of 12.4 percent. lat@mpt to stabilize, the economy that was
plagued by chronic high inflation, high real intereates and deteriorated debt dynamics, the
authorities launched an inflation stabilization gmam in January, 2000 and the country
introduced a crawling peg regime. However, the tgis1 expansionary fiscal policy
prevented the regime from sufficiently curbing atibn. In addition, serious weaknesses in
the banking system and severe terms of trade shdtg growing macroeconomic
vulnerabilities, has led to the collapse of theb#itaation program. As a result, a floating
exchange rate regime was adopted on February 22].28fter the adoption of the

independent floating regime, inflation has redulbgd .0 percent point.

From 1980 to 1998, Lebanon was operating underpignigent floating regime. Through this
period, the country experienced a period of mogetastability and high inflation rate (18%
in average) which arrived to its peaks at the encival war. In 1999, Lebanon has opted to
peg its currency to the US dollar. The decision Wwased on the expectation that the dollar
peg would maintain stability and strengthen confein the economy, which was suffering
from low growth rate, high level of inflation, un@hyment and budget deficit as well as a
huge foreign debt accumulation. Lebanon was ss@ules maintaining the peg due to the
undertaken reforms, which aimed primarily to stiatal growth, and rationing public
expenditure. The acceleration of the privatizaogram was undertaken in an effort to
increase the government's financial position andksorb any space outside of the effect
exerted by the public sector on the foreign exckamgrket. During the fixed exchange rate
regime, the gain of credibility was very helpful stabilising inflation that has dropped to

2.6% percent.

Jordan has maintained an official fixed exchande ta the U.S. dollar with open capital
control since 1999. Before this date it has a me@ trade-weighted basket of currencies.
However,In 1988/1989 the Jordanian economy experiencedbadomic shocklarge currency
outflows and erosion in foreign exchange reserves due itigablfluctuations in the region.

As the pressure became very serious, the centndéd Wwas obligated to respond by putting a
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managed float in place, devaluing the currency,rastticting capital outflows. Nevertheless,
this does not still for long time; in 1990, the damian dinar re-pegged to a basket of
currencies and at the end of 1990& Central Bank of Jordan has tightened its axgh rate
regime by a peg to the US dollaihe inflation rate has decreased by 2 percemit @dier the

adoption of the more rigid regime.

Syria has a fixed peg to the U.S. dollar throulylth& period. The exchange rate system was
characterized by multiple exchange rates accomg@ahie capital and foreign currency
controls. The system of exchange rates has undermrsiderable changes in the last decade.
Syria has made a substantial progress in redudirgdistortions of exchange rates. A
unification and realignment of exchange rates e bmplemented since 1999. Since 2007,
the exchange-rate regime is classified as a pebirwitorizontal bands to a basket of
currencies. The composition of the country's fareegchange reserves was gradually altered,

so that by the beginning of 2007 half of the stotkeserves was denominated in euro.

Finally, for the Yemen, the poorest state in MENAta on inflation were not available before
1990. However, the Yemen was having a fixed pethéoUS dollar until 1996. In1997 the
Yemen has abolished the system of multiple exchaatgs and put in oeuvre a free floating
exchange rate system until 2006 when it becamgh#élytimanaged floating regime. Inflation

however has decreased significantly from 25% toa®h 10% percent respectively.

4 Empirical Evidences

In this section, we test the connection betweenha&xge rate regime and inflation
empirically in order to see whether the conclusssued from simple descriptive statistics
still hold.

4.1 Model Specification

Our data constitute an unbalanced panel due toingissbservations; the actual sample
contains 446 observations. The main source of ata © the IMF'dnternational Financial
Statistics(IFS 2009) and thgVorld’s Bank’s Development Indicatof@/Dl). See table (3) in
the appendix for more detail on the constructioth sources of data.

Our dynamic model of inflation can be written as:
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Tit=0Oo+Amizat+ f1MLi; + f, GDP;i; + f3ERR 1+ f4OPEN; + £50il i +

Eit

Wherer i refer to inflation rate and ; ., is a lagged inflation rate which captures inflatio
persistence as well as the role of expectadarl
The term ¢&;; is a mean zero disturbance:g}50 andg;; is a specified error component

model:

Eit= Wi + et i=1,...,1, t=1,...,T wleer

Ui is country-specific effect an@,, is white noise and ) = E@: ) =E@i e )=0
We assume initially that the transient errors agdaly uncorrelated but we relax this

assumption latter.

The framework of our analysis can be described amiaetary model of inflation, in which
inflation is determined by two fundamental caudks, growth rate of moneM ;; and real
outputGDP;; . The changes in real GDP and money capture tpadatrof supply response
and changes in money supply on inflation. It ispaged that prolonged increases in prices
are associated with increases in the nominal qyaotimoney. However, a country with a
higher growth rate of output tends to have lowée & inflation for a given rate of money
growth. Therefore, difference in the growth ratésootput explains some of the imperfect
association between money growth and inflation.

To this model, we add our variable of interest, tfige of exchange rate reginkRR i,t.
Using various classification strategies, the exgearate regime variable is measured as a
dummy variable that takes the value of 1 if a fie@hange rate regimes are in place and 0
otherwise. We expect that fixed rate helps in $&a#tion inflation, but to the extent it is
credible.

We also add openness to trade vari@REN i,t to control for potential disciplinary effeto.
The sign of this variable could potentially carrypasitive or negative sign as the current

literature is some what divergent. For example, Bofi993) argue that in a more open

19 Fiscal stance captured by government budget balenGDP could be an important factor that may plégy
role in the evolution of prices in MENA however davere not available for grand number of countrigs.
addition, available data was subject to larger teaé measurement errors. Nevertheless, althougHisical
policy consideration is not directly consideredtie regression, its impact on inflation is introdddndirectly
through the money supply growth variable. Sarget \Afallace (1981) argue that for certain time pdtfiszal
deficit effectively commits government to followpalicy of inflationary deficit finance.
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economies, policy makers have less incentive t@iaaio expansionary monetary policy as an
unanticipated monetary expansion induces real egehaiate depreciation which, in turn,
generates a large increase in inflation. Howevem&’s argument has been challenged by
Lane (1995). Lane argues that, the openness wmrilaglationship is rather due to imperfect
competition and nominal price rigidity in the naladable sector. Given the predetermined
prices in the non tradable sector, a surprise naoyetxpansion increases production in the
non tradable sector which is socially beneficial.consequence, in a more open economy,
where the share of non tradable in the consumpsiamaller, an inverse relationship may
exist between openness and incentive to unleaghmniseiinflation. Moreover, Alfaro (2005)
obtains a positive relationship between trade opemand inflation for 130 countries over the
period 1973-1998.

In addition to this factor, we include real oil ggishoclkOil ;. A rise in oil price is likely to
increase the cost of production and to decreaseeggtg demand (consumption and latter
investment) reducing real output supply and heheedemand for real cash balances leading
price level to raises given a nominal quantityrmney, (Gordon, 1984).

However, we could expect that oil prices shock d@ffaifferently oil's importing and oil’s
exporting countries. For oil importing countries pasitive relation between oil prices
increases and inflation may holds while for oil exmg countries, a rise in oil prices (a
positive term of trade shock ) raises directly tdoeintry’s currency value and net wealth,
leading to higher consumption and investment. Hawrethe total effects of real oil-price
shocks on inflation depend on several factorsdikeshock persistence, the dependency of the
economy on oil revenue, the type of exchange rg@re, and the value of the dollar and
how is fiscal policy reaction. As since a 70% of Nt are oil exporter’s countries, we expect
that negative oil price shocks will causes pricesge.

Finally we include, time dummy (Time-dum) to accbuor period of worldwide high
inflation volatility.**

All these variables (except for exchange rate regommmy and openness variable) are
measured in log differences. Summary statistiosedsas the paire-wise correlation matrix is
shown in tables (4) and (5) in the annex I.

1 We have first started our estimation employingrgdanumber of factors that could affect on priabaity,
like as —beside to variables retained- real exchaate depreciation, interest rate, opennesstiorilan USA,
growth in OCED countries. A stepwise regressiompéelus sorting the significant explanatory varialite all
countries.

17



4.2 Estimation Methodology

Pooled least square estimation is applied firsiuodata for comparison purpose. However,
pooled ordered least square (OLS) regression miégr Stom omitted-variables bias leading
to overestimation of the lagged inflation rate, BqA002). To correct for this bias we then
use fixed effects estimator (FE). Our choice oéébeffects, as opposed to the random effects
estimator is supported by the results of Hausmpe-gpecification test as well as the Breush
Pagan multiplier test (19863.

However,in the dynamic fixed effects model, individual ctryneffects may be correlated
with the error term due to demeaning process |gatdirdownwards bias of the coefficient of
lagged dependent variables. Fortunately, in largeaiiel, the country fixed effects which
shown in the error term decline with time, simyathe correlation of lagged dependent
variables with the error term will be insignificaRoodman ( 2006)

Further, Breusch-Pagan / Cook-Weisberg test foerbekedasticity based on the OLS
estimates fails to reject the hypothesis of resglbamoskedasticity chi2(7) = 354.46 and p-
value = 0.0000). In addition, Wooldridge test fartacorrelation does indicate first order
autocorrelation of the residuals (F(1,16) = 318.1th p-value= 0.0000)

We thus add feasible general least square (FGLi8phasr allowing for country-specific
effects with first order autoregressive, and hetieedastic error term, (Kmenta 1986).

In addition, it is necessary to test for the stadiaty of our variables of interest. We use the
test proposed by Maddala and Wu (1999) which, mtremy to the more popular panel data
stationarity test of Im Pesaran and Shin (2003gpplicable to an unbalanced panel. The
Fisher test rejects the null hypothesis that afighsl series are non-stationary in level for all
our variables except for openness variables, stakeeit in first difference.

We should note that fixed-effects estimator doastrob for unobserved unit heterogeneity,
but at the expense of excluding time-invariant arely changing variables For a
discussion, see Plumper and Troeger (2007).

One solution is to use random effects estimator)(REcluding random effects estimator
based on a feasible general least square EGhy performs better in this case than fixed

12 Hausman test rejects the null of no systematieifice between the Within and GLS coefficient estis
(chi2(7) = 24.74 with Prob>chi2 = 0.0008) , supgpa a fixed effects model and, Breusch and Pagan
Lagrangian multiplier test for random effects régecthe random effects model in favour of fixedeet§
(chi2(1) = 1.35 with Prob > chi2 = 0.2458)

131n our sample, exchange rate regime tends ndidnge much over time in particular under RR clasgtibn
that shows long lived regimes.
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effects (OLS) , even if Haussmann test suggestrdratom effects is inconsistence and that

fixed effects specification is required.

Controlling endogeneity of exchange rate regime:

The three estimations procedures mentioned bef@every likely to be inconsistent and
biased as they impose strict exogeneity assumptb@,t and orthogonality betweexi,t
and ui. However, in our estimation, explanatory variabtdes likely to be endogenous, in
particular, exchange rate regime variable, as iexpected that low inflation country is
probably more able to maintain a pegged exchangetmaially; persistent high inflation is
inconsistent with maintaining a fixed rate. So tHanflation and exchange rate regime are
simultaneously determined suggesting a correlabietween exchange rate regime and the
error term, i.e. EERt &) #0 , the reported estimates for exchange rate redumemy are
not consistent and therefore not useful to makeramfce on the estimated parameters. In
order to consistently estimate the impact of exgeamate regime on inflation performance we
use instrumental variable (IV) techniques. As wadfievidence of heteroskedasticity and
serial correlation in our data we opt for lineastmmental variable 2 steps GMM as it is more
efficient than the simple IV estimator since errosse robust to both arbitrary

heteroskedasticity and arbitrary autocorrelatioa, i, Schaffer and Stillman (2063)

Since the exchange rate regime is a dummy varia@eprefer to instrumentalise it by its

predicted probability issued from a logit modelraste®

% In the FGLS structure, the omega matrix has a §peandom effects structure. Rather than dependimg
T(T+1)/2 unrestricted variance and covariance @stlte case in the normal GLS model. Omega onhedéds

on the variance of! and &t regardless the size of T. See Plumper and géree(2007)

15 Unlike some recent papers on exchange rate regimdrdlation performance, see De Grauw and Schnabl
(2008), this paper does not use the first diffeeeand system Arellano-Bond (1991) or Blundell-B¢@898)
system GMM estimator. One important reason is thase estimators perform better when the dependent
variable is moderately persistent. However, in dataset the lagged dependent variable, althougjlifisant, is
notably more persistent than in studies of De Graumt Schnabl . Also, the dataset here does not theet
“short time period, many cross sections” criteria.

18 we use logit model estimate of exchange rate regila&® = SXit + et where Xit is a vector of

. exp(BXi
explanatory variables. We then calculate the pritibabPix = Pl{Yit = k] = np&

Zexp(ﬁXit)

and inter it

into the IV/GMM regression.
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The consistency of IV does not require the endogsmnariable(s) to be continuous; however
results will not be as efficient as with the systestimation using logit models but they will
have the advantage of being consistent under alereange of assumptions compared to that
of system estimation resuft§Notwithstanding, it was difficult to find an adeaja instrument
that are stationary, not related to inflation, wistufficiently data availability, while
instrumenting exchange rate regime by its predigeabability may provide us by nearly
ideal instrumental variables that are easily abdlahighly correlated with the endogenous
regressors and plausibly exogenous (not correlaweth the error term or with

contemporaneous inflation rate).

In selecting the relevant instrumental variables,sgek guidance from exchange-rate-regime
choice literature. The instrumental variables eators are in general only as good as the
model is correctly specified in particular, instremts must be valid, i.e. orthogonal to the
error term, and the excluded instruments must bengly correlated to the endogenous
variables, See Baum (2007) for detail.

We check for the validity of the instrument by meanf Anderson’s (1951) canonical
correlations test® which is used to check for underidentificationtioé model. A rejection of
the null implies that the model is identified. Ahet alternative test of underidentification is
the Cragg-Donald(1993) statistics which is a Wakt.t

However, there might be still a problem with theladed instruments, since they might be
only weakly correlated to the endogenous regressmsthat even rejecting the null of
underidentification using the tests mentioned aletveonventional significance levels is not
enough.

A rule of thumb often adopted in empirical studieased on results from Staiger and Stock
(1997), is to look at the value of the F statisiicthe first stage regressions of the endogenous

variables on the instruments: if the F statist&siound 10, the instruments can be deemed

17 Angrist and Krueger (2001) argue that using a mesli first stage to generate fitted values thapargged
directly into the second-stage equation does noermgge consistent estimates unless the nonlinealeimo
happens to be exactly right. But, he adds thatdittalues from a nonlinear model may still be uaedan
instrument for an endogenous dummy variable, pexVia linear model is used to generate first-stagdigtions
of the endogenous dummy variable from these naatifited values and all other exogenous covariatebe
second-stage equation. So that our approach . vali

18is used to check for underidentification of thed®ipi.e. that the excluded instruments are newveeit: these

tests are distributed as a chi-squgreerer is the number of excluded instruments minus thebarmof
endogenous variables).
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strong. In addition, the statistic of Cragg Don&l®93) is another test weak instrument
suggested by Stock and Yogo (20085)

In this case, if the calculated statistic is lowan the tabulated statistic of Cragg Donald,
this indicates that the instruments could suffenfra certain weakness according to the size
of error (r) which one is ready to admit.

The diagnostic tests show that F statistic in ttst $tage of the IV procedure is larger than 10
and that there is no evidence of under or overtifiestion. Instrument list and several
diagnostics test are reported under each tabld ( 6.2 , and 6.3) showing the results of

estimation forde jure RR and LY Sde factofixed exchange rate regimes respectively.

The Xtivreg2 routine provided in STATA enables Usoato test the exogeneity assumption
of our regressors variables by the means of C oMGdlistance test distributed as a chi-
square(r), where r is the number of suspect regreder the C statistics to be sure that we
can treat them as exogenous.

We perform these tests by incorporating exchange negime dummy as an endogenous
variable and we test for the exogeneity (orthogghalf lagged inflation rate, money supply,
real GDP growth rate and openness to trade. Coimceaxchange rate regime variable, the
endogeneity C-test does not rejects the null hygsshaccording to which the exchange rate
regime can be treated as exogenous at 23%efqure IMF. Conversely, the endogeneity C-
test reject the null of exogeneity in the case Bfdd LY Sde factoclassifications at 6% and
2% respectively, assuming that the exchange rajene=is endogenous to inflation rate.
Concerning other explanatory variables, they adisphe orthogonally C-test, suggesting that

we can treat them as exogenous.

4.2  Results and Analysis

Tables (6.1 ,6.2 , and 6.3 ) report the estimatesults obtained employing pooled OLS,
within fixed effects, feasible least square andrumeental variables/GMM estimator for

eitherde jureIMF andde factoclassifications of RR and LYS respectively.

19 Sotck and Yogo(2005) tabulate the critical valdieAadersson F statistic which are supported in ret2

software in stata. This give the value of testigtiatbelow which the bias from possibly weak instent exceed
a certain size (30, 20, 10 and 5%). in all our esgion except for LYS classification, this statistixceed
comfortably the critical value reported for 5% dbieplying a bias of well under 5% except for LY Bexe the
bias is 20%.
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A first look at the results indicates that almdseaplanatory variables are highly significant
with the expected sign. The results obtained, hewewvith FGLS estimator show very small
standard error in comparison to other estimatard,the estimated coefficients are also highly

significant and correspond in magnitude to thogaiobd with fixed effects estimation.

Lagged inflation raf® is highly significant with a coefficient of arour@65 pointing an
important role for expectations in deriving inf@ti This could reflect either low credibility
of the monetary policy or/ and uncertainty concegreconomic development and geopolitical
changes in the region.

Inflation is indeed found to be strongly positivellated to money growth and negatively
related to real GDP growth. This is in line wittethuantity theory of money and consistent
with many empirical studies. Figure (5) shows aifpee strong relation between inflation
and money growth average, and figure (6) showsggathe correlation between inflation and

real GDP growth average.

Openness to trade variable seems to be positivadimgn inflation, which is not in line with
Romer’s prediction. However, this positive relatimas found by Alfaro (2005) when she
controlled for fixed effects. We think that this giive effect for openness variable may
reflect other channels through which openness tafiaflation, like higher pass through. As it
is expected, the more open appears the countrymibre exchange rate movements are

transmitted through import prices to CPI changes.

Regarding real oil shock, it is found to be vemgngiicant in explaining inflation in MENA.
The sign of the variable’s coefficient is negatige expected, suggesting that inflation
decreases following a rise in oil pricgsSuch association might reflect the negative impéct
an increase in non-oil production on inflation, ight demand policy, and even more an

effective expenditure management.

20 We note that lagged inflation rate variable termi$¢ upward biased under pooled OLS estimatorstalue
omitted variables bias, Bond (2002) and to be doavdvbiased in the fixed effects (within) estimadoe to the
demeaning process needed to eliminate country fekfettts. Fortunately, the bias in the fixed effeestimation

decreases the longer the time dimension of the data

21 ol price increases may lead to a rise in inflatiate, however its effects is not instantaneougstanation
the equation for different lag for real oil priseocks reveal that oil prices increase need same (iwo years,
according to our estimations) to materialize inghler inflation rate.

22



More precisely, since most countries in our sangpée oil-exporting countries, a rise in oil
price will raise foreign reserve receipts, provgligovernment with more income to finance
investment projects without inducing budgetary defivhich, in turn, can help raise potential
output growth rate and thus reduces inflation. Fegi) in annex | shows positive correlation
between oil price shock and real growth in MENA ot period 1980-2007.

Nevertheless, we could expect a serious negatfeetesf high oil price on net oil importing
countries in our region as high oil price couldues output and consumption. However, until
more recently most MENA countries subsidize the ésic oil price shielding hence the
production sector of the economy. The fiscal temsmluced by this subsidies and its effects
on inflation depend on how persistent this riseoiinprice is. Oil importing countries may
profit also from increasing oil prices because miianced official foreign exchange receipts
from workers’ remittances and direct investmenkowffrom Gulf countries increasing hence

demand on domestic currency.

The significance of money supply growth, oil shqocaad openness to trade holds across
models while the significantly of real GDP growthanges through employed estimation
methods. Time dummies also enter in all specificeti with a very significant positive
coefficient emphasizing the negative impact of exmmus shock in MENA economies on

inflation dynamic.

What about the contribution of our variable of e, does exchange rate regime matter

for inflation ?

Estimation results indicate that exchange ratentegireally matter for inflation although
there was a discrepancy between words and deeds.

The coefficients estimates fde jurefixed exchange regime is insignificant under defe
estimators although showing the negative expecdtgdexcept under fixed effects estimation.
Even after controlling for endogenity, the fixedchange rate dummy remains insignificant
and with a positive sign. These results suggestthi@asignaling effect of fixed exchange rate
regime on expectations was not effective in redyainfiation.

Does de facto pegging lead to better inflationary performance?

Controlling for actual behaviour rather than goweemt proclamations reveals remarkably

different results pointing out a credibility probie De facto pegs regime contribute to lower
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inflation. This result is however more pronouncedtihe RR than in the LYS$le facto
classification. The coefficient estimate of (REp facto pegged exchange regime is
statistically significant through all models whillee coefficient estimate afe facto(LYS)
pegged exchange was not significant, although sigwihe negative expected sign.
Controlling for exchange rate endogeneity reveailt thYS de factopegged regime was

significantly associated with lower inflation rate.

It worth mentioning here that differences in thgndicance of results under the twle facto
classifications employed are not surprising sifoe ¢onstruction of theses two measures,
although reflecting certain policy decisions orammes, is methodologically different

For example, Levy-Yeyati and Sturzenegger (2005)ptte the volatility of reserves and the
nominal exchange rate, and then use cluster asalgsgroup countries in five categories.
According to their method, a one period devaluatianses a break in the peg as the changes
in the exchange rate relative to the changes ierves volatility is gauged as being too large
to be considered as a peg inducing hence a lamgéeruof regime switches.

In turn, Reinhart and Rogoff (2004) focus on tlaatility of the nominal exchange rate and
on the conditional probability of the exchange stieying within a given range over a rolling
five-year window making it difficult to compare with other classifications. They also use
separate treatments for countries with either @fifidual or multiple rates or active parallel
(black) markets, where such a rate exists, to pbtaimeasure of volatility and hence
determining whether a peg continues from one yeahé¢ next. So devaluation can occur
within a 5-year interval without breaking the pessulting in longer fixed exchange rate

regimes than in LYS classification.

We think that RR classification is better employedaapturede factoexchange rate policy in
MENA since parallel and multiple exchange ratesvany widespread especially in countries
with fixed official exchange rate regimes (e.g. &g, Iran, Syria, Egypt, Turkey, Libya,

Yemen) 2

2 See for example Bleaney and Francisco (2007)nkdail Shambaugh (2007) how discuss this issue ia mo
detail.

ZA large part of economic transaction is done atpiduallel market rate, as it is more advantageldlaseover,

parallel rates tend to be most volatile when themre large parallel-market premium, which is oftanindicator
of inconsistent monetary and exchange rate polidtes example, the average premium for the peri@giol

1996 was 270% in Algeria, 70% in Egypt, 3.8% in baro and 5.6 %in Tunisia. The multiplicity of exciga
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Although RR classification seems to be more pentine the case of our sample, however, it
has some limitation that was evocated by Bleanay Arancisco (2007) and Shambaugh
(2004). First, Bleaney and Francisco argue thaRiti@hart-Rogoff (2007) classification may
produce outlying results unfavourable to floatiregimes. It occurs that RR, while using
nominal exchange rate as the principal variabledehtification, takes also account of high
inflation countries which makes much more likelyidentify a country-observation as a float
if the inflation rate is over 25% than if it is uTd25%, or as a free falling if inflation rate is
over 40% in at least one year in the sample.

We account for any potential bias against floategimes by setting all free falling episodes
equal to zero instead of considering it in the aletd floating category. The coefficient of the
peg dummy still indicates a negative significagisiThe only contrast to the previous results
is that now the coefficient of the peg appears ¢oimsignificant in the IV estimation.
However, Stock and Yogo (2005) statistics indicateseak instrument problem with a bias

of 15% compared to OLS estimates.

Still, one limitation evocated by Shambaugh (20@84p notes that countries with constant
official exchange rate but volatile black marketdll voe classified under the floating
categories -as it is known to be more flexible tludficial rates- while it would be more
plausibly and more suitable to classify it undez fixed category. This will be of special
interest when one studies inflation performancpegf since the country makes no declaration
or attempt to control for parallel market rate 8tah This country is more similar to one that
has stabilized its official exchange rate via conton trading and other capital control
mechanism.

However, in this context, the more appropriate jaess not whether these countries have to
be placed in fixed categories or not, but rathercaie appropriate question is whether capital
control represents a deviation of the peg? Howe¥e@ne need to consider the monetary
constraint imposed by the fixed exchange regimis, ¢tase would be pertinent in countries
with no capital control as the monetary policy vad devoted to exchange rate management.
In our sample, dual and multiple exchange rates Heeen used as a form of back door

floating and they were often accompanied by stroagital control. Policy makers are not

rate regimes has been reduced remarkably theset rgears du to the exchange rate policy reforms teamk
liberalisation.
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constrained in their managements of the monetaligypoln fact these countries assign, with
some exception, a higher weight to employment aondip and low cost to inflation as they
are more occupied by reducing unemployment andtingpgconomic activity in times of
weak growth, but they may rather find it optimal momic the action of more inflation —
averse policymakers to build reputation no matteetiver this announced policy were carried

out.

4.3  Robustness Analysis: words versus deeds classification

Our previous results show that inflation performamdé countries operating undde facto
fixed exchange rate regimes has been superioratoothcountries operating undde facto
flexible regimes. By contrast, the signal send byauncingde jurefixed exchange rate has
no advantage in reducing inflation. In this lattegard, the credibility of pegged exchange
rate is an issue of concerns. It is hence importandistinguish between stated and
implemented policies of the monetary authority #ralimplication of potential divergence on

inflation outcomes.

Models in the Barro-Gordon point to the anti-inftatary gain from credibly fixing the
exchange rate to the nominal anchor. However, loilagli of pegged policies was often
threatened as countries are likely to have difficith maintaining a time consistent policy
especially when the underlying fundamentals dosapport the regime choice.

Alesina and Wagner (2006) stipulate, linking exadenate policies to the overall institution
quality, that pegged regimes are very demandingragdire good institutions able to ensure
the credibility and the sustainability of the fixeate. In consequence, countries with weak
institution would be more likely to announce a tixexchange regime and then forced to
abandon it. In consequence, it would be bettecéaintries with weak institutions to declare a
floating regime while intervene heavily.

A same argument was provided by Genberg and Swof2tif¥b). They suggest thde jure
declared regime does not really reflect the trualgoof actual intent of the policy.
Government may be reluctant to commit it self taedi exchange regime in order to retain
some flexibility face to shock or simply to eludeet speculative currency attacks the
announced of pegs oftémvite.

According to Barajas, Erickson and Steiner (2008hat seem to be a fear of floating is in

reality fear of declaring. The declaration in iffse consequential as public monitor the
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policy maker’s action and hold them accountablthéir actions de factg were not in line
with the announceddé jure)commitment. The cost of inconsistency will be highederde
jure fixed regimes than undele jurefloating regimes where there is no such commitmamt
the problem of reputation becomes less importamtiging also a certain room of manoeuvre
to react periods of crisis and weak economic growth

However, one can question about the quality ofaitjmatde factopeg, orde jurefloat sends
compared to more transparent signal undedépirefixed exchange regime.

Alesina and Wagner (2006) claim that fear of flogtis indeed a signalling devise serves to
signal to imperfectly informed market some chanasties of the country namely strong
institution and competent macroeconomic managen@@msistently, Barajas, Erickson and
Steiner (2008) add that, a country that fixes ishange ratede factowhile declares a
floating exchange regime is not necessary breakitey commitment but try to send a
particular signal. Announcement of float should rm® viewed as commitment not to
intervene but rather a lack of commitment to aipaldr exchange rate regime. However, it is
not always obvious if the market will receive tlsignal and interpret it as country would
hope.

Guisinger and Singer (2010) admit tligt factopegging may helps government to overcome
the time inconsistency problem, but argue that evtd factopeg provides a relatively noisy
signal to the publicde factopeg backed by an official declaration send a georsignal of
policy intention.

They explain that albeit fluctuations in the exojpamate are easily monitored, the public is
uncertain as to whether the pegs reflect conscttesnpts by the government to import the
low-inflation credibility of another country. Exchge rate stability may be just incidental
(e.g. absence of shocks) or simply an externdiay arise when two countries adopt the same

monetary policies due to high integratian

Parting from hypothesis evocated above, we checktife robustness of our results by
conducting words versus deeds discrepancies asalysitchingde jure exchange policies
(words) withde factopolicies (deeds) for both RR and LY¥SThis vields four categories as

follow:

24 As with Switzerland and Germany, Genberg and Swab(2005).

25 . . . . .
However we have to mention that the definiion of pegs regimes we have adopted when conducting our
discrepancy analysis is different, thus caution should be exercised when drawing a general inference or trying to

compare results under both de facto classification.
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Credible pegs regime (J_fix-F_fix) were the comnaititde jureand the behaviaile
factowere observed, (example, GCC countries, Morocaalaip Lebanon in the late
1990s)

Fear of pegging (J_fix-F_flex): whate jure commitment to fixed rate is announced
while thede factoregime is more flexible. This case was observethén1980s when
several countries in MENA confronted with disrugtimacroeconomic condition that
required a higher degree féxibility to deal with. This was especially the case of
Syria, Libya, Algeria, Egypt and Jordan.

Feart of float (J_float-F_fix): were a country dmes a floating regime while follows
unofficial exchange rate target. This situation baen widespread in the 1990s and
2000s (for example: Egypt, Algeria, Tunisia)

Consistent floating regime (J_float-F_float), whee@change rate variability of
exchange rate is consistent with the announcediritpaegime. (For example, Turkey,

Yemen).

Figure (8 &9 ) compares the distribution of countrfation observation and median inflation

rate across these different exchanger rate polfceshe period 1980-2007. It shows that

median inflation rate was much far lower under bothdible pegs and fear of floating

regimes than under fear of pegging and floatingmeg.

Our baseline equation is then re-estimated afteorporating three dummies variable

reflecting the different scenarios presented abwith floating regime being the omitted

category. The results of estimation, presentedbtet(9), reveal some interesting finding:

a-

De jure pegs policies when it is backed de factotrdmute significantly to lower
inflation rate suggesting that the effectivenesd@jure pegs regime depend not only
on the announced commitment but also on the rapotabf meeting policy
announcement. This result is in line with this afi$éhger and Singer (2010).

For the case where the announced policies areaa Iflot the de facto behaviour
indicates a peg (fear of floating), it was alsongdfigantly associated with lower
inflation rate providing an empirical support to e8ina and Wagner (2006)

hypothesis.
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c- In the case where the announced policies are dyiethhe monetary policy behaviour
indicate more flexible behavior (fear of peggint)e estimated coefficient of the
dummy variable is negative, but statistically weak.

d- Using fixed effects estimators reduce all the doifit of exchange regimes dummies
to non significance. In fact, we argue that fixdftba estimation for pegs exchange
rate dummies may be driven by the exclusion ofGI&C countries. These countries
have de jure pegs to the US dollar that had alreldyacto been in place for long
time, so estimation results issued from FGLS egtong that reflect between country
variation, seem to be more appropriate to captueertle of credible pegs policies

associated with strong institution on inflation fpemance.

6 Conclusion

In this paper we have empirically tried to asses télationship between exchange rate
regimes and inflation performance for 17 MENA coig# over the period 1980-2007. Using
various exchange rate classifications and contiglfor macroeconomic variables, that are
conventionally associated to inflation, we findttda jurefixed exchange regime alone does
not contribute to lower inflation rate however; ptays a significant role in anchoring
expectation and improving credibility and henceudg inflation when it is backed by de
facto consistent behavior. Consideridg factopegs regimes they were strongly associated
with lower inflation. Theses results still hold evafter addressing potential endogeneity
concern. In addition countries who seeking exchaatge stability while avoiding speculation
attacks by adopting a fear of floating behavioddsebroadly similar results as thosedsf

factopegged regime.
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Figure 7

Country- year inflation observations across exchange rate regimes
(IMF vs.RR, 1980-12007)
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Figure (8)
Country- year inflation observations and median inflation rate across exchange
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Table (1) Various Exchange Rate Classification and Sources

IMF

RR

LYS

Fix: Conventional Peg, Peg to Signal International Financial Statistics, Exchange

Currency, Peg to Composite of CurrenciesArrangements and Exchange Rate Restrictions
(IMF, annual publication).

Flexible: Crawling Peg, Crawling Band,From 2003 to 2006 data taken from

Limited Flexibility, Horizontal bands Classification of Exchange Rate Arrangements

Managed Float, Independent Float and Monetary Framework at  http:
[lwww.imf.org/ external/ np/ mfd/er /index

Fix: Pre announced peg or currency board

arrangementde, Pre announced horizontal

band that is narrower than or equal to +/-

2%, De Facto Peg, Pre announced crawling

peg, Pre announced crawling band that is

narrower than or equal to +/-2%, De factor Data is taken from Reinhart and Rogoff

crawling peg, De facto crawling band that is classification available at:
narrower than or equal to +/-2%. http://www.puaf.umd.edu.faculty/papers/reinhar
t/reinhart

Flexible: Pre announced crawling band that

iIs wider than or equal to +/-2%, De facto

crawling band that is narrower than or equal

to +/-5%, Managed Float, Freely Falling ,

Independent Float

Fix: Fixe, Inconclusive Data is taken from Levy Yeyati-Sturzenegger
classification available at:

Flexible: Dirty Crawling Peg, Float, Dirty http://FD_Database new.xte

Float profesores.utdt.edu/~ely/papers.html
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Exchange rate Regimes
(1980-2007)

Table (2) Comparison of Inflation Rate in MENA Countries under Different

Fixed Exchange Rate Regimes

Flexible Exchange R&@egimes

Limited
Conventional flexibility or
Conventional peg to peg within
peg to signal composite of horizontal Crawling peg or Independent
currency currencies bands bands Managed float float
Gulf Countries
BHR 2000- 1980-99
[1,5%] [1,17%)]
KWT 2003- 1980-2002
[3%)] [3,12%)]
OMN 1980-
1,14%)]
QTR 2000- 1980-99
[5,8%] [3,3%]
SAK 2000- 1980-99
[0,75%] [0,7%]
UAE
Maghreb Countries
ADZ 1980-94 1995-
[14%)] [6%]
1989-98; 2001-02 &
TUN 198038 200305 2006-
[7,7%] [2,8%] [4,7%]
MOR 1990- 1980-89
[3,27%] [7,6%]
LBY 1980-
[4,6%]
Other MENA
Countries
EGY 1980 1999-2001 1991-98 & 2002-
[17%] [2,7%] [8,3%]
IRN 19802 2006- 1996-98 & 20085 1993-95
[19%] [21%] [16%)] [37%]
JOR 2000- 1980-87 & 19999 1988-89
[2,8%] [5%)] [16%)]
SYR 198®6
[12%]
LBN 1999- 1980-98
[2,22%] [20%]
TRQ 198081 1999-2000 198238 2001-
[60%] [63%] [23%]
YMN* 199097 2006- 1998-05
[39%] [9,3%] [9%)]

*For Yemen data for 1980s are missing and in thsecaverage inflation is computed over the per#ggad12007
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Table (3) Data Definition and Sources

Dependent Variable Source
_ Difference in log of CPI adjusted to IES/IME
Inflation rate reduce outlier

Independent Variables

Difference in log of real GDP at
Real GDP constant 2000 prices in local IFS/IMF
currency units

Difference in log of M1 in nominal

Money supply local currency adjusted for outlier IFS/IMF
Exports plus imports of goods in
Openness to trade current local currency and services IFS/IMF
to GDP
Difference in log of nominal oil
price (average spot oil-price of
Oil price shock Brent, Taxes, and Dubai in US_$) IEA
converted to local currency using
nominal exchange rate with the US
dollar, and then deflated with the
respective country's CPI
Instrument List
Natural logarithm of population size WDI
Manufactured export to GDP WDI
Debt service to GDP WDI
Liquid liability to GDP WDI
Net foreign asset to GDP IFS/IMF
Net foreign reserve minus gold to import IFS/IMF

Note: WB: World Bank; IMF: International Monetary FundiS: International Financial Statistics; 1AE:
International Energy Agency

Table (4 ) Summary Statistics

Variables Obs Mean Median Std.Dev. Min Max
Inflation Rate 465 .0757707 .0453815 .0952612 -.1149631 .6388962
Money Supply 465 .1070239 .1017358 .1087135 -.5168854 737343
Real GDP 463 .0394014 .0438601 .1219862 -.8807067 1.35214
Openness to trade 455 .8100285 7337911 .3901076 .1330336 2.674068
Oil price shock 465 .0392321 0149218 .5003468 -1.016129 8.58059
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Table (5) Pairwise correlation Matrix

m,, ERRy; M1, GDP; OPEN; Oil;;  Time-dum
it 1.0000
ERR; -0.3874  1.0000
M1, 0.5851 -0.3037  1.0000
GDP; -0.1066 -0.0012 -0.0070  1.0000
OPEN;; -0.3214 0.2371 -0.1934 0.0848  1.0000
Oil i -0.1157 0.0147 0.1021  0.0919 -0.0093  1.0000
Time-dum 0.2293 0.0373 -0.1042 -0.0991 -0.0713 -0.1006 0000
Table (6.1) Results obtained with IMFde jure Classification
oLS FE FGLS IV-GMM *
Coef. P>|t| Coef. P>|t| Coef. P>|t| Coef. P>|t|
Wit 7560911 oop| -6702077  59o|  -7910758 o0 6425689 1 500
[16.76 [21.60] [32.91] [13.40]
ERR;; -0082021 114 -.0004296 ,4,,( -.0034401) 5.4 0248534 1
[-1.60] [-0.07] [-1.01] [1.25]
M1, 1355301 ) 1o 1262016 o ool 0793652 44 0933535 ) 451
[4.23] [5.67] [5.46] [3.20]
GDP;, 0160666  ,,o| -0200603 .. -0296009, ... -003084 oo,
[-0.79] [-1.32] [-2.73] [-0.22
OPEN;, 0160666 54 0200985 ;. .| 0321734 (o0 0402108 501
[0.94] [1.62] [4.31] [3.24]
Oil i -0130194 () (oo -0136034 oan| -.009345G) 1,0 -0204472 501
[-1.86] [-2.16] [-1.97] [-3.45]
Time-dum 0193119 oop| -0223289 ;5 40 009228 99 0187759 4 900
[4.31] [3.50] [4.74]
N. obs 446 446 446 420

Notes: t-values in parentheses.
*, ** *** indicate significance at the 10,5 and 1%ignificance levels respectively

(*): The predicted probability obtained from logi#gression on a set of regressors: lagged openttesade,
liquid liability to GDP, log of real GDP, net forgh asset to GDP. All instruments were test for agtinality.

The diagnostic tests show no evidence of under vefidentification. The Anderson canon. corr. LR

(underidentification ) statistic = 45.127Chi-sg@-val = 0.0000
The Cragg-Donald F statistic is 46.921well above tange where it would imply any significant bias.
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Table (6.2) Results obtained with RRle facto Classification

OoLS FE FGLS IV-GMM *
Coef. P>|t| Coef. P>|t| Coef. P>|t Coef. P>|t|
it 7182504 g go| 6393632 (oo 7402373 o 000 5841064 ( goo
[14.30] [19.96] [27.74] [10.02]
ERR;; -0180459 ( ygp| --0251773 o1 -.01792144 500 -.0527013 4 479
[-3.05] [-3.30] [-4.17] [-1.76]
M1, 1399653 ; 5gg| 1269316 [ 5gg 0819547 (y g 095873 4 091
[4.34] [5.79] [5.74] [3,44]
GDP;, -0167154 () 55| -0216909 449 -.0296024 4 7 -.0145992 4 54,
[-0.92] [-1.45] [-2.68] [-1.04]
OPEN;; 0160033 j545| -0202209 4 4gq 0323986 ; g9 0283826 ;516
[1.01] [1.65] [4.28] [2.42]
Oil i -0139237 35| -0137931 (o7 -.0093852) 39 -.0185847 1 402
[-2.11] [-2.22] [-2.06] [-3.10]
Time-dum .0186006 0.000 .0206956 0.000 .0088261 0.000 .0148775 0.000
[4.30] [5.19] [3.54] [3.58]
N. obs 446 446 446 431

Notes: t-values in parentheses.
*, ** ***indicate significance at the 10,5 and% significance levels respectively

(*): The predicted probability obtained from logiegression on a set of regressors: lagged foreiggerve
minus gold to import, debt services to GDP and #iwe of population.

The diagnostic tests show no evidence of under vefidentification. The Anderson canon. corr. LR
(underidentification ) statistic = 22.547 Chi-4g(P-val = 0.0000

The Cragg-Donald F statistic is 22.780 well abave tange where it would imply any significant bias.
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Table (6.3) Results obtained with LY Sle facto Classification

OLS FE FGLS IV-GMM *
Coef. P>|t| Coef. P>|t| Coef. P>|t Coef. P>|t|
Tit1 7602591 (ool 6686172 ool  -7906903 g gop|  -646102% oo
[16.26] [21.45] [32.70] [9.70]
ERR;; -.0057682 0.308 -.0030942 0.598 -'00374630.216 -.051068%.051
[-1.02] [-0.53] [-1.24] [-1.98
M1, .1394084 0.000 1265944 0.000 .0808322 0.000 .096809 0.001
[4.24] [5.71] [5.55] 3,32]
GDP;; -0157953  491| 0207344 .5 -.0295048 ) 17 -.037590%, 505
[-0.84] [-1.36] [-2.68] [-2.87
OPEN;; 0148424 (39| 0199862  1ng :0320149 4 409 0392779 001
[0.87] [1.61] [4.22] [3.45]
[-1.99] [-2.22] [-1.99] [-3.37]
Time-dum .0181618 0.000 .0219381 0.000 .0088968 0.001 .01043260.030
[4.00] [5.38] [3.40] [2,16]
N. obs 446 446 446 422

Notes: t-values in parentheses.
*, ** *** indicate significance at the 10,5 and% significance levels respectively

(*): The predicted probability obtained from logigression on a set of regressors..

manufactured exports to gdp and the size of pdioma

The diagnostic tests show no evidence of under vefidentification. The Anderson canon. corr. LR
(underidentification ) statistic = 24.66Chi-sq@®)val = 0.0000

net foreigeetiso gdp,

The Cragg-Donald F statistic is 25.013well above tange where it would imply any significant bias.
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Table (9) Results obtained with Words versus Deed€lassification

IMF vs. RR IMF vs. LYS
OLS FE FGLS OLS FE FGLS
Coef. P>|t]] Coef. P>|t| Coef. P>|t| Coef. P>|t| Coef. P>|t| Coef. P>|t|
it 0.730122 0.646308 0.726199 0.8085103 0.7134808 0.8127657
[18.27] 0.000| [19.02] 0.000| [25.67] 0.000| [26.88] 0.000| [22.26] 0.000| [33.05] 0.000
J_fix-F_fix -0.01832 0.000108 -0.018485 -0.0065925 -0.0001566 -0.00217
[-2.68] 0.008| [0.01] 0.991] [-2.50] 0.012[ [-1.18] 0.239| [-0.03] 0.98 [0.58] 0.56
J_fix-F_flex |-0.00563 0.008257 -0.002971 -0.0105972 -0.0028145 -0.0045386
[-0.73] 0.469 [1.07] 0.283 [-0.39] 0.698 [-0.74] -1.45 [-0.42] 0.676 [-0.9] 0.36
J_float-F_fix |-0.01858 -0.008257 -0.01651 -0.0142708 -0.0125798 -0.0094038
[2.5] 0.013 [-0.94] 0.347] [-2.2] 0.028] [-2.43] 0.016 | [-1.85] 0.065| [-2.46] 0.014
M1, 0.082131 0.065821 0.067972 0.0867999 0.0694887 0.0702439
[4.14] 0.000[ [3.55] 0.000[ [5.19] 0.000| [3.72] 0.000 | [3.48] 0.001| [5.30] 0.000
GDP;, -0.03061 -0.028163 -0.035004 -0.0302402 -0.0298156 -0.0334638
[-2.26] 0.029 [-1.32] 0.029] [3.70] 0.006 [-1.88] 0.061 [-2.11] 0.035 [-3.36]  0.00
OPEN;; 0.036564 0.035333 0.034965 0.0275095 0.0280128 0.0331314
[3.74] 0.000( [3.40] 0.001| [5.53] 0.000] [2.01] 0.045| [2.46] 0.014| [4.91] 0.000
Oil i -0.01894 -0.017732 -0.008673 -0.0174149 -0.0172438 -0.0093037
[-3.14] 0.000[ [-3.54] 0.000[ [-1.98] 0.048| [-2.83] 0.005| [-3.08] 0.000( [-2.06] 0.039
Time-dum |0.011583 0.012945 0.007039 0.0147584 0.0178144 0.0098023
[3.64] 0.000 3.93 0 [2.95] 0.003 [3.68 ] 0.000 [ 4.94] 0.00( [3.93] 0.0C
N. obs 413 413 413 437 437 437

Notes: t-values in parentheses.

respectively

*, * o+ indi@tsignificance at the 10,5 and 1% significance lkve
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