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Abstract
This study discusses the importance of the so called ‘border effect’ for two transition countries: Hungary and Slovakia. We use retail prices for 20 Hungarian and 36 Slovak locations for twenty individual homogenous products (services, industrial goods, meat and agricultural products) for the period 1997:05 - 2001:12. We find that the variation in the good-level real exchange rate is much higher for two cities located in different countries as for two equidistant cities in the same country. Our results also suggest that national border have relatively more importance across locations than transportation costs (approximated by distance) do.  
1. Introduction 

It is natural to measure an extent of market integration between two countries as an inverse to explicit trade barriers between them. Across the world, one observes a general decrease in these explicit – for most part quantifiable - barriers as tariffs, quotas, and transportation costs. However, using explicit trade barriers as direct measure of integration does not explain prohibitive barriers, i.e. cases with no trade between countries, and even more importantly omits all implicit trade barriers. Border effect belongs to such implicit trade barriers. 

From the middle 1990s one observes growing literature which attempts to estimate the economic consequences of national borders. This literature evolves in two streams. First stream evaluates the importance of borders through investigation of the character of trade flows. This literature was initiated by McCallum (1995)
 who compared trade flows among Canadian provinces with those between Canadian provinces and U.S. states. McCallum results suggest that Canadian provinces are around twenty times as likely to trade amongst themselves as they are to trade with states of their southern neighbor. Wei (1996) estimates much smaller effect of below three for OECD countries. Nitsch (2000) provides evidence about intra-national trade in EU being around ten times larger then inter-national trade. These studies rest on gravity models when comparing trade densities within and among states. Most studies point to significant border effects, but the size of these effects varies considerably depending on data and methodology.  


To assess the importance of borders the second stream analyzes market outcomes, most importantly behavior of prices in various consumer markets with the idea that price equalization across locations suggests that both direct and non-direct trade barriers had been eliminated. This literature was initiated by Engel and Rogers (1996) who measured the variability of consumer retail price indexes between domestic and cross-border city pairs in nine Canadian and fourteen U.S. locations. Line of literature following Engel and Rogers (1996) employs price indexes as well as actual prices of final consumer goods to estimate the importance of borders. 

With a bit of simplification we can say that the first line of research understands under ‘border effect’ the extent to which intra-national trade exceeds inter-national trade after controlling for distance and other effects, while the second line of research understands under ‘border effect’ the extent to which the law of one price holds in inter-national as compared to intra-national environment, again, after controlling for distance and other effects. 

Engle and Rogers (1996) analyzes the border effect in case of the United States and Canada. They identify and estimate factors which drive a wedge between the cross-country standard deviation of relative price series. These results are confirmed also in Parsley and Wei (2001) who extend the analysis by examining the US – Japan relationship, and also in Beck and Weber (2003) who study seven European countries. Their surprising finding is that the US-Japan border has the same effect as 43,000 trillion miles additional distance between two cities within one single country. Publication of such results draws attention to methodology. Gorodnichenko and Tesar (2005) evaluate the Engle and Rogers (1996, 2000) and Parsley and Wei (2001) articles and re-estimate the models. However, after they identify biases that arise from the variability and persistence of the nominal exchange rate and also from cross-country heterogeneity they still find evidence for the importance of the border effect.   


To our knowledge, the issue of border effect was not discussed in the environment of transition economies.
 We evaluate the importance of border in two neighboring small transition economies, Hungary and Slovakia. Till 1918 both countries were part of the Austrian monarchy, in the period 1919-1938 Slovakia was part of Czechoslovakia, and Hungary was an independent country. During 1939 and 1945 both Slovakia and Hungary were allies of Germany, and after the war they both became part of the Soviet empire. After the break-up of socialism Slovakia gained independence in 1993. Despite common historical background and geographical proximity, the economic relationship between these two countries are not too developed. Trade is much stronger in the West-East than in the North-South direction in these countries. In 1992 Hungary and Slovakia joined the Central European Free Trade Agreement (CEFTA) with policy of decreasing tariffs and quotas. This process was strengthened from 2004 onwards when both countries joined the European Union.  

The border between the two countries was demarcated by the end of the First World War and was drawn for administrative purposes with Hungarian ethnic group remaining on both sides of the border. This border was legally accepted at the Trianon Conference on June 4 1920, the length of the border was 828 km.
 During the Second World War southern parts of Slovakia – as a consequence of the Vienna Conference, on November 2, 1938 - became integrated into Hungary, and the remaining part of Slovakia was formally independent. Paris Peace Conference in 1947 made void the decision of the Vienna Conference and brought back – with minor changes - the border established by the Trianon Conference. However, because of the border changes between the former Czechoslovakia and the Soviet Union the border between Hungary and Slovakia was shortened to 680 km.
 From 1993 Slovakia is an independent country having a long border with Hungary.  


We have several objectives. First, we examine the behavior of the good-level real exchange rate for the Hungary and the Slovak Republic. Second, we consider price volatility of consumer goods within and across two neighboring countries in search of a ‘border effect.’ The border effect is defined as the additional dispersion in real exchange rate beyond what is explained by distance.   We evaluate the extent to which the presence of border is important in explaining price volatility of locations separated by the border.  Third, having found extensive evidence for the presence of the border effect, we investigate the reasons which might explain it. 

The paper is structured in the following way.  Section 2 presents the data. Section 3 compares the price variability within and across both countries and estimates the importance of the border effect. Section 4 provides some explanation for the importance of border effect in these two countries. Section 5 summarizes and concludes.
2. Data

In this paper, we exploit a three-dimensional panel data set of retail prices for 20 final consumer goods, in 56 months, in 56 locations. All in all our data set contains 62720 observations. 

Our data covers twenty Hungarian and thirty-six Slovak locations. The sample period starts as of May 1997 and ends in December 2001. Data set contains the following goods: manufactured goods (white lime, Turkish towel, plastic bucket, drawing paper, calculator), meat products (beef round, pork chops, pork leg, spare ribs, pork liver, smoked bacon, pork lard), agriculture products (poppy seeds, sugar, flour, raising, vinegar, dry biscuits) and non-tradable services (car driving, movie ticket). These goods were selected so that they match the definition of a homogenous good. We note that they are not defined up to the manufacturer or brand, however, we are confident that goods in our sample are very close to the concept of homogenous goods. Detailed description of products is given in the Appendix. The proxy data for transportation costs – taking into consideration distance, duration, petrol cost and motorway road tax – is estimated using the free online service of Michelin at http://viamichelin.com.  

 The data collected in the Slovak sample are exclusively taken from the capital cities of 36 Slovak districts,
 and twenty Hungarian districts
. 

These data serve as the basis for the calculation of the consumer price index by the statistical offices of both countries, which provide explicit instructions and data forms to the collectors of these data. The collector typically obtains the data visiting shops until the twentieth of the respective month. Then data is sent to the particular branch of the Statistics Office. The consumer price of final goods and services is provided including the value-added tax, i.e. these are cash prices paid by final consumers inclusive of all taxes. 
Importantly, the data set contains actual prices, and not quoted prices or price indices. The stores are selected by the statistical office representative and may include privately and publicly owned stores. In case a store does not function any more, it is replaced by a comparable store in the same district, but only upon the prior approval of the branch office of the statistical office. It is important to note that statistical office collects prices at least in three different stores in a district. These sale points are selected by the national statistical offices so that the prices are representative of distribution of prices in the districts. For the purposes of our empirical analysis, we create district specific cross-store averages from the individual prices.    

We use a monthly average exchange rate obtained from homepages of both central banks, using the dollar as a vehicle currency. Thus, even if we have absolute retail prices, not price indexes, we do not use prices and exchange rates at a specific point in time, but rather we have monthly averages both of prices and of exchange rates.  
Most likely, our products are typically sold in mass-product stores or chains rather than in specialized high-cost stores due to their product characteristics. 
In the following section we provide basic description of the data set. 

3. Variability of Prices and the Border Effect  

Define the good-level real exchange rate as 
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where 
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 is the nominal price of good i in location j, at time t. 
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 is the nominal price of good i in location k, at time t; where i = 1…20 and j, k = 1…56. St is a nominal exchange rate (expressed in Hungarian forints per one Slovak koruna); exchange rate equals one if locations j and k are in the same country. Let 
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. We are interested in the variability of the relative price, for that reason we estimate the standard deviation
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. Note that 
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loses its time series dimension.    

For each good, we calculate relative prices within and across countries. Thus, we use 190 inter-city pairs for Hungary, 630 for Slovakia, and 720 for combinations in which one location is in Slovakia and the other is in Hungary. All in all we obtain 3800 and 12600 real exchange rate observation for Hungary and Slovakia, respectively. In addition we obtain 14 400 cross-country data; altogether then 30,800 data points. 

Table 1 gives a summary of the average standard deviations 
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counted on all possible location combinations for each good. Thus, in Table 1 we report average standard deviation for pairs of cities in the following way: HH – reports averages for pairs of cities in Hungary, SS – reports averages for pairs of cities in Slovakia, and HS – reports averages for pairs of cities when one location is from Slovakia and the other from Hungary. 

In the first two columns of Table 1 - specification (1) – we present the variability of the relative price, 
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,  of all twenty products across Hungarian and Slovak districts respectively. The third column presents variability for city pairs coming from both countries. We also consider specification (2) following Crucini, Telmer and Zachariadis (2000). In this specification the volatility of the absolute value of the 
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 is taken.  

Specification (1) in Table 1 reveals that the volatility of prices between Hungarian and Slovak city pairs is approximately similar, but cross-border city pairs have much higher volatility. Volatility of cross-border city pairs is generally much higher than inter-country city pairs. The average price volatility yields 0.0811 within Hungary and 0.0799 within Slovakia. This is significantly lower than the cross-country measure H-S gives 0.1389. Similarly, in specification (2) the average price volatility is 0.0631 within Hungary, and 0.0616 within Slovakia while 0,1140 is the cross-country volatility. In both specifications, on average the volatility for cross-border city pairs is far greater than for the individual country city pairs. 
This result holds also for most products in the sample. Specifically, in specification (1) for 18 products the cross-country volatility is higher than within country volatility. In specification (2) for 19 – all except one – products the cross-country volatility is higher than within country volatility. There are two goods which exhibit different pattern. Our interpretation for good number 3 (plastic bucket) is that a large fraction of this good is imported to both countries from outside Hungary and Slovakia, and in this respect it differs from most products in the sample, however not from good number 2 and 5. In case of good number 20 (movie tickets) we conjecture that this good probably contains largest differentiation as compared to other goods.
 
Table 1: Summary Statistics: Mean Volatility of Relative Price Level

	
	
	Specification (1)
	Specification (2)

	Good No. 
	 Product name
	HH
	SS
	HS
	HH
	SS
	HS

	 
	Tradable goods
	 
	 
	 
	
	
	

	1
	White Lime 
	0.0824
	0.0587
	0.1042
	0,0741
	0,0475
	0,0924

	2
	Turkish Towel
	0.1026
	0.0978
	0.1035
	0,0800
	0,0785
	0,0889

	3
	Plastic Bucket
	0.1198
	0.0751
	0.1128
	0,1004
	0,0505
	0,1017

	4
	Drawing Paper, A4 size
	0.0959
	0.0970
	0.1117
	0,0692
	0,0748
	0,1107

	5
	Basic Pocket Calculator
	0.1219
	0.1428
	0.1718
	0,1048
	0,1236
	0,1654

	 
	Meat
	 
	 
	 
	
	
	

	6
	Beef Round
	0.0552
	0.0448
	0.0900
	0,0463
	0,0364
	0,0681

	7
	Pork Chops
	0.0446
	0.0419
	0.1512
	0,0346
	0,0316
	0,1053

	8
	Pork Leg without Bone and Hoof 
	0.0453
	0.0486
	0.1562
	0,0349
	0,0395
	0,1421

	9
	Spare Ribs with Bone
	0.0450
	0.0465
	0.1517
	0,0316
	0,0345
	0,0937

	10
	Pork Liver
	0.0561
	0.0578
	0.0998
	0,0433
	0,0459
	0,0876

	11
	Smoked Boiled Bacon
	0.0848
	0.0942
	0.1442
	0,0638
	0,0750
	0,1442

	12
	Lard, Pork
	0.1322
	0.1199
	0.2494
	0,0926
	0,0908
	0,1960

	 
	Agricultural products
	 
	 
	 
	
	
	

	13
	Poppy Seed
	0.1198
	0.1453
	0.1708
	0,0919
	0,1029
	0,1301

	14
	Sugar, White, Granulated
	0.0287
	0.0521
	0.0839
	0,0213
	0,0367
	0,0622

	15
	Flour, Prime Quality
	0.0644
	0.0560
	0.1842
	0,0506
	0,0429
	0,1506

	16
	Raisins
	0.0839
	0.0776
	0.0996
	0,0600
	0,0546
	0,0924

	17
	Vinegar
	0.0728
	0.0721
	0.1756
	0,0504
	0,0512
	0,1232

	18
	Dry Biscuits, without Butter
	0.0660
	0.0669
	0.0910
	0,0520
	0,0541
	0,0910

	 
	Services
	 
	 
	 
	
	
	

	19
	Car Driving School, Full Course
	0.0799
	0.1139
	0.2083
	0,0642
	0,0900
	0,1406

	20
	Movie Ticket, Evening, 1-6 Rows 
	0.1202
	0.0900
	0.1173
	0,0968
	0,0705
	0,09289

	1-20  
	Average
	0.0811
	0.0799
	0.1389
	0,0631
	0,0616
	0,11401

	 
	N
	20x190
	20x630
	20x720
	20x190
	20x630
	20x720


Entries give the average value of price volatility across all inter-regional combinations within Hungary, within Slovakia, and across the Hungarian-Slovak border, respectively. In specification (1) the measure of volatility is the standard deviation of the relative absolute price. In specification (2) the measure of volatility is the absolute value of the relative absolute price. The sample period is 1997:05-2001:12. Bold denotes the largest value among the three options in both specifications. 

 It is quite difficult to interpret the volatility across goods. Theoretically, one might expect internationally traded goods to have the lowest price dispersion.
 Similarly, following Sanyal and Jones (1982) one expects the largest price dispersion for goods having the largest amount of domestic non-traded inputs. In our sample moving from the least traded goods with the largest share of non-traded inputs (services) to most traded goods with the lowest share of non-traded inputs (basic pocket calculator) the standard deviation of price across location within both countries as well as across countries is not dropping as one might expect.  

3.1. Regression Results   

In this Section we intend to explain price dispersion defined as 
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in terms of relatively small number of variables with an interest in whether there is a border effect. Local retail prices might differ for a variety of reasons among which differences in taxes, in transportation, in local costs, and in mark-ups are the most significant.
 In addition, local retail prices also might differ due to exchange rate movements and explicit and implicit border costs.   

  
 Define 
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 as the cost of trade
 between location j and k, per unit of good i in time period t.  Assume symmetry of costs of trade, i.e. it costs the same to go from j to k as from k to j.   


Define the relationship between costs of trade and the real exchange rate:  


[image: image12.wmf],,,,

,,

1

ii

jktjkt

i

jkt

QT

T

££

                                                                                  (Eq.2)
i.e. the price ratio between two locations adjusted by the nominal exchange rate cannot be higher than the cost of trade between these two locations. After transferring into logs, small letters denote logs of variables, we obtain:
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If the real exchange rate lies inside the interval 
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   there is no trade
, or in other words there is no incentive for wholesale arbitrage.
 


Assume that the cost of trade has following form: 
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where c is constant; dj,k denotes distance between locations j and k; borderj,k represents costs which arise when trade occurs between locations separated by a border; φi - cost of trade specific to good i; αj - cost of trade specific to location j; αk - cost of trade specific to location k; and the last term is an error term. 


Assume that time series standard deviation of the real exchange rate, 
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 is proportional to the trade costs, 
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where 
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denotes the regression error term. 


Panel data are needed for estimation of equation (5), however this equation itself is only a cross-sectional equation; time series collapse into a single number 
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for each different location pair. Note that 
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 is scale invariant, and could be used for price indices, average values and absolute values. 
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 is expected to be positive, i.e. we expect that elasticity of good-level real exchange rate with respect to distance is positive, in other words we expect price variability to rise with distance
. Positive
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means that existence of border is adding to good-level real exchange rate variability. 

In Table 2 we present results of estimating equation (6): 
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where HS is the dummy variable, which equals one if the two locations are from two different countries and zero otherwise, and  r = 1, 2, ….. (N-1), when N equals 56. Note that for the equation described total in Table 2 we also use product dummies. 
In Table 2 we control for the city-specific fixed cost factors through the inclusion of dummies 
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 takes the value of one if either j = r or k = r , zero otherwise.  There are good reasons for inclusion of 
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 since one can expect that the city-specific factors can make prices more volatile on average. 

We have also used another specification, which is presented in equation (7).  This can be obtained by conjecture that 
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i.e. that the law of one price internationally holds if adjusted for the trade costs. Then, 

[image: image29.wmf],

,,,,

,

i

jt

ii

jktjkt

i

kt

P

TQ

SP

==

 and   
[image: image30.wmf],,,,

ii

jktjkt

qt

=


This for estimation will mean that: 
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Table 2: Regression Results  
	
	
	Specification (1)
	Specification (2)

	Good No.
	 Product name
	Border
	Distance
	Adjusted

R2
	Border
	Distance
	Adjusted

R2

	 
	Tradable goods
	 
	 
	
	 
	 
	

	1
	White Lime 
	3,083

(0,101)
	0,570

(0,093)
	0,7215
	2,981

(0,117)
	0,364

(0,099)
	0,667

	2
	Turkish Towel
	0,360

(0,135)
	-0,058

(0,115)
	0,6675
	2,392
(0,142)
	0,067
(0,123)
	0,581

	3
	Plastic Bucket
	1,566

(0,137)
	-0,052

(0,115)
	0,7133
	2,667

(0,138)
	-0,088

(0,117)
	0,694

	4
	Drawing Paper, A4 size
	1,593
(0,163)
	-0,132

(0,140)
	0,4756
	3,898

(0,155)
	-0,053

(0,133)
	0,518

	5
	Basic Pocket Calculator
	4,072

(0,280)
	-0,253

(0,238)
	0,4559
	5,339

(0,280)
	-0,435

(0,238)
	0,407

	 
	Meat
	
	
	
	
	
	 

	6
	Beef Round
	3,929

(0,066)
	0,145

(0,066) 
	0,8438
	2,633

(0,074)
	0,096

(0,063)
	0,697

	7
	Pork Chops
	10,780

(0,051)
	0,027

(0,044)
	0,9768
	7,189

(0,065)
	0,070

(0,055)
	0.926

	8
	Pork Leg without Bone and Hoof 
	10,895

(0,064)
	0,057

(0,055)
	0,9638
	10,365

(0,077)
	0,261

(0,066)
	0,945

	9
	Spare Ribs with Bone
	10,462

(0,055)
	0,264

(0,047)
	0,9721
	5.968

(0.053)
	0.205

(0.045)
	0.928

	10
	Pork Liver
	4,202

(0,081)
	0,166

(0,069)
	0,7731
	4,292

(0,082)
	0,025

(0,069)
	0,747

	11
	Smoked Boiled Bacon
	5,459

(0,126)
	0,033

(0,107)
	0,7904
	7,402

(0,135)
	0,168

(0,113)
	0,818

	12
	Lard, Pork
	12,385

(0,183)
	-0,100

(0,156)
	0,8542
	10,418

(0,184)
	0,031

(0,156)
	0,795

	 
	Agricultural products
	
	
	
	
	
	

	13
	Poppy Seeds
	3,525

(0,160)
	0,612

(0,136)
	0,5891
	3,037

(0,150)
	0,481

(0,126)
	0,602

	 14
	Sugar, White, Granulated
	4,215

(0,047)
	0,280

(0,040)
	0,8974
	3,205

(0,040)
	0,233

(0,034)
	0,857

	15
	Flour, Prime Quality
	12,302

(0,092)
	0,194

(0,078)
	0,9472
	10,307

(0,104)
	0,166

(0,087)
	0,911

	16
	Raisins
	1,896

(0,098)
	-0,014

(0,083)
	0,5992
	3,478

(0,089)
	0,060

(0,075)
	0,683

	17
	Vinegar
	10,233

(0,105)
	0,159

(0,090)
	0,9115
	7,119

(0,105)
	0,251

(0,088)
	0,843

	18
	Dry Biscuits, without Butter
	2,441

(0,084)
	0,032

(0,071)
	0,8700
	3,775

(0,085)
	0,043

(0,072)
	0,883

	 
	Services
	
	
	
	
	
	

	19
	Car Driving School, Full Course
	10,917

(0,245)
	0,451

(0,208)
	0,7355
	6,227

(0,205)
	0,253

(0,172)
	0,632

	20
	Movie Ticket, Evening, 1-6 Rows 
	1,088

(0.130)
	0,268

(0.110)
	0,7498
	0,836

(0,133)
	0,168

(0,111)
	0,622

	 1-20
	Total
	5,770

(0,068)
	0,132

(0,058)
	0,2676
	5,176
(0.057)
	0,118
(0.048)
	0,299 


Standard errors are in paranthesis. For easier exposition we multiply the border dummy, and the distance by 100.  Specification (1) contains estimation of equation (6), while specification (2) contains estimation of equation (7). All regressions contain in addition to reported results constants and dummy for 55 cities. Border is the variable HS in equation (6) and (7). 

Table 2 presents regression results for each of 20 goods and for the pooled results, too.  We find strong evidence for the border effect, i.e. coefficients on the border dummy are significant and positive in all 20 cases in both specifications after taking into account the effect of distance and city-specific effects. Border dummy reported in Table 2 is significant also for those goods for which the within-country volatility was larger than across-country volatility, which might suggest that the excess volatility was derived from a city-specific effects.  The last row in Table 2 present the pooled results in which again the coefficients on distance and the border dummy both are significant with the expected sign. 

Also Table 2 shows 8 cases of distance being significant in specification (1), and 6 cases significant in specification (2).  In specification (1) in 6 cases, in specification (2) in 4 cases the sign is different than expected, however in these cases coefficients are not significantly different from zero. This suggest that distance function might be quadratic rather than logarithmic. In Table 3 we provide results for specifications including the squared value of the distance. We find that distance has a positive effect on price volatility in 13 cases of which 10 are statistically significant at 5 percent level.  In all cases where distance has a positive effect, the square of distance has significant negative effect, as is postulated by a concave distance relationship. Note that except of good number two (turkish towel) in specification (1) in all cases the border variable is still significant. 

Table 3: Alternative Specification of Price Volatility Regressions 

	
	
	Specification (1)
	Specification (2)

	Good No. 
	Product Name
	Border
	Distance 
	Distance squared
	Adjusted R2
	Border
	Distance 
	Distance squared
	Adjusted R2

	
	Tradable Goods 
	
	
	
	
	
	
	
	

	1
	White Lime 
	3,084
(0,115)
	5,829
(1,534)
	-5,965
(2,787)
	0,7208
	3,143
(0,120)
	10,342
(1,607)
	-18,443
(2,918)
	0,682

	2
	Turkish Towel
	0,261
(0,140)
	-1,860
(1,895)
	6,707
(3,395)
	0,6682
	2,342
(0,147)
	0,322
(1,964)
	0,783
(3,567)
	0,581

	3
	Plastic Bucket
	1,533
(0,142)
	-1,860
(1,896)
	3,469

(3,433)
	0,7133
	3,262
(0,143)
	-2,820
(1,912)
	5,069
(3,473)
	0,694

	4
	Drawing Paper 
	1,639
(0,172)
	-0,576
(2,293)
	 0,777
(4,163)
	0,4755
	3,985
(0,163)
	2,241
(2,178)
	-5,937
(3,957)
	0,518

	5
	Basic Pocket Calculator
	4,130

(0.291)
	2,350
(3,878)
	 1,691
(7,045)
	0,4556
	5,392

(0,295)
	2,872
(3,933)
	0,800
(7,145)
	0,407

	
	Meat
	
	
	
	
	
	
	
	

	6
	Beef Round
	3,933
(0,069)
	4,655
(0,912)
	-8,305
(1,669)
	0,8457
	2,738
(0,087)
	5,130
(1,029)
	-10,247
(1,869)
	0,702

	7
	Pork Chops
	10,870
(0,053)
	3,495
(0,711)
	-7,586
(1,293)
	0,9773
	7,290
(0,067)
	4,276
(0,892)
	-8,847
(1,621)
	0,927

	8
	Pork Leg 
	10,982
(0,067)
	3,476
(0,898)
	-7,275
(1,631)
	0,9642
	10,444
(0,080)
	5,598
(1,074
	-9,312
(1,951)
	0,945

	9
	Spare Ribs with Bone
	10,522
(0,057)
	5,230
(0,769)
	-8,326
(1,397)
	0,9724
	6,006

(0,056)
	3,2325
(0,746)
	-4,818
(1,355)
	0,928

	10
	Pork Liver
	4,290
(0,085)
	5,707
(1,129)
	-10,440
(2,052)
	0,7761
	4,394
(0,085)
	3,493
(1,141)
	-7,802
(2,073)
	0,750

	11
	Smoked Bacon
	5,565
(0,133)
	2,868
(1,768)
	-6,670
(3,212)
	0,7910
	7,459
(0,140)
	2,738
(1,868)
	-4,536
(3,394)
	0,818

	12
	Lard, Pork
	12,729
(0,190)
	13,137
(2,533)
	-30,259
(4,602)
	0,8591
	10,566
(0,194)
	6,627

(2,579)
	-14,186
(4,684)
	0,796

	
	Agricultural products
	
	
	
	
	
	
	
	

	13
	Poppy Seeds
	3,405
(0,168)
	1,804
(2,239)
	3,657
(4,067)
	0,5906
	2,867
(0,155)
	-2,205
(2,064)
	10,680

(3,750)
	0,606

	14
	Sugar, White
	4,212
(0,049)
	2,703
(0,654)
	-2,583
(1,189)
	0,8971
	3,167
(0,042)
	0,905
(0,563)
	0,865
(1,022)
	0,858

	15
	Flour, Prime  Quality
	12,352
(0,097)
	4,067
(1,289)
	-6,605
(2,342)
	0,9473
	10,324
(0,108)
	1,294
(1,444)
	-1,283
(2,623)
	0,911

	16
	Raisins
	1,893
(0,103)
	-0,347
(1,378)
	0,559
(2,504)
	0,5989
	3,454
(0,092)
	-0,610
(1,235)
	1,973
(2,244)
	0,683

	17
	Vinegar
	10,215
(0,111)
	- 0,305
(1,480)
	2,118
(2,688)
	0,9114
	6,998
(0,108)
	-2,632

(1,445)
	8,783
(2,625)
	0,845

	18
	Dry Biscuits, 
	2,428

(0,088)
	-0,309
(1,173)
	1,019
(2,132)
	0,8700
	3,770
(0,089)
	-0,006
(1,188)
	0,430
(2,158)
	0,883

	
	Services
	
	
	
	
	
	
	
	

	19
	Car Driving School, 
	11,263
(0,255)
	 19,592
(3,402)
	-37,493
(6,178)
	0,7409
	6,407
(0,213)
	9,364
(2,839)
	-17,862
(5,183)
	0,634

	20
	Movie Ticket
	0,986
(0,136)
	-1,420
(1,818)
	 6,420
(3,302)
	0,7510
	0,776
(0,138)
	-0,827
(1,839)
	3,842
(3,340)
	0,623

	1-20
	Average
	5,816

(0,071)
	3,116
(0,948)
	-5,332
(1,722)
	0,2677
	5,207
(0,059)
	2,179
(0,787)
	-3,502
(1,431)
	0.299


Standard errors are in paranthesis.  Specification (1) is based on equation (6), while specification (2) on equation (7). In difference to Table 2 distance and squared distance are not in logs. All regressions contain in addition to reported results constants and dummy for 55 cities. For easier exposition we multiply the border dummy by 100, and the distance and the squared distance by 100 000.   

These results suggest that national border have relatively more importance for the good-level real exchange rate volatility across locations than transportation costs (approximated by distance) do. 

3.2. How Wide Is the Border? 


It is an interesting exercise to allocate a width to the border. Engel and Rogers (1996) consider that the distance equivalent of the border – that is the border effect – equals to
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. This is the additional distance required to keep the same real exchange rate variability in case border is crossed. Engel and Rogers (1996) estimate that crossing the U.S.-Canadian border is equivalent to 75000 miles of distance. In other words, to get equivalent degree of relative price volatility by distance within a country, the two cities inside the country should have been 75000 miles apart.  

The last line in Table 2 provides the results of pooled regression with coefficients on the border dummy and log distance. The coefficient on the border equals 5.770x10-2  and on the log of distance 0.132x10-2. Thus, the ratio of these two coefficients equals 43.712, and using the formula of Engel and Rogers (1996) 
[image: image33.wmf]2

1

e

b

b

says that the width of the border equals 9.63 x 1018 km. In the whole sample then, crossing the border adds 5.770 x 10-2 to the average standard deviation of prices between pairs of cities. In order to generate that much volatility by distance, the cities would need to be 9.63 x 1018 km apart. 

Such an impermeable border might be due to the fact that the whole sample contains services, agricultural products and meat were different trade barriers were in place. When we take a tradable product (good 1) the result significantly changes. Here the coefficient on the border equals 3.083x10-2 and on the log of distance 0.570x10-2. The ratio of these two coefficients is 5.408 and using the formula of Engel and Rogers (1996) brings the implicit width of the border only to 223.35 km. 
4. Why is the Border so Important: Sensitivity Analysis

One might assume that consumers in these two neighboring countries share similar tastes and consequently one might expect similarity in prices across both countries.
 However, our results indicate that for the twenty products in our sample Hungary and Slovakia do not seem to represent a unified market. Crossing the border between these two countries adds significantly to retail price dispersion.  This is surprising result given that formal trade barriers between Hungary and Slovakia are low (see Section 4.1) and declining over time. Also direct physical barriers to trade between Southern Slovak districts and Northern Hungarian districts are lower than say between some mountainous regions in Slovakia. Differences in culture, legal systems, and historical system also seem to be rather small and the importance of language is discussed in Section 4.2. One might hypothesize that the border effect exists due to the fact that arbitrage costs within countries are higher than across these two countries. 

 
4.1. Real or Implicit Border

We begin with answering a question: whether the border effect obtained in Section 3 could not be obtained in other settings, too, even inside the country. For example, Huzenko (2006) and Morshed (2006) find implicit border effects inside Ukraine and Pakistan, when the border is not an explicit political border between independent countries but is a division of one country into more units based on obvious geographical or cultural distinctions. To account for such a possibility in our sample we estimate the border regression for Hungary when an implicit is formed by the river Danube. Danube divides Hungary into two parts: the Western and Eastern part.  In estimation we consider Budapest in both settings. with no significant effect on the results. Results are presented in the Table 4 below. 
Table 4: Estimation of Implicit Border Effect in Hungary 
	#
	border
	t-stat
	ln(dist)
	t-stat
	R2

	
	Tradable Goods 
	
	
	
	

	1
	0.082
	(0.161)
	-0.212
	-(0.556)
	0.0018

	2
	-0.504
	-(0.741)
	-0.170
	-(0.335)
	0.0039

	3
	1.521
	(1.920)
	-1.028
	-(1.739)
	0.0347

	4
	0.589
	(1.003)
	-0.119
	-(0.271)
	0.0059

	5
	1.401
	(1.183)
	-1.084
	-(1.226)
	0.0153

	
	Meat 
	
	
	
	

	6
	-0.487
	-(1.454)
	0.576
	(2.305)
	0.0385

	7
	-0.457
	-(2.590)
	0.379
	(2.879)
	0.0744

	8
	-0.433
	-(2.462)
	0.422
	(3.217)
	0.0810

	9
	-0.321
	-(1.692)
	0.400
	(2.832)
	0.0555

	10
	-0.461
	-(1.870)
	0.335)
	(1.820)
	0.0352

	11
	0.339
	(0.793)
	-0.179
	-(0.561)
	0.0050

	12
	-1.094
	-(1.673)
	2.185
	(4.477)
	0.1100

	
	Agricultural Products 
	
	
	
	

	13
	-0.290
	-(0.524)
	1.314
	(3.186)
	0.0549

	14
	-0.049
	-(0.362)
	0.228
	(2.242)
	0.029

	15
	0.652
	(2.034)
	0.289
	(1.210)
	0.0322

	16
	-0.728
	-(1.836)
	-0.081
	-(0.273)
	0.0195

	17
	-0.376
	-(0.958)
	-0.060
	-(0.205)
	0.0055

	18
	1.310
	(3.894)
	0.109
	(0.433)
	0.0809

	
	Services 
	
	
	
	

	19
	-1.165
	-(1.816)
	-0.251
	-(0.525)
	0.0204

	20
	-1.160
	-(1.203)
	2.584
	(3.593)
	0.0729

	Average 
	-0.082
	(0.173)
	0.282
	(0.129)
	0.0013


In this border regression Hungary was divided into two territories, the West and the East with Budapest once being on the West and in other case on the East side. West included Pecs, Szekesfehervar, Gyor, Tatabanya, Kaposvar, Szekszard, Szombathely, Veszprem, and Zalaegerszeg. East included Kecskemet, Bekescsaba, Miskolc, Szeged, Debrecen, Eger, Salgotarjan, Cegled, Nyiregyhaza, and Szolnok. Bold indicates significant results at 10%. 
Results in the Table 4 suggest that except for two products the border effect was not present.  
4.2. Nominal Exchange Rate Variability 


Prime candidate for explaining the good-level real exchange rate volatility pattern is nominal exchange rate variability. As changes in real exchange rate are the sum of changes in the nominal exchange rate and the change in relative (national) prices, and if short-run national prices are rigid, consequently changes in real exchange rates are similar to changes in nominal exchange rates. In other words, if prices of poppy seed were sticky both in Slovakia and in Hungary then for this good the good-level real exchange rate moves together with the nominal exchange rate.


Beck and Weber (2003, p.7) write that ‘none study has thus far been able to show whether estimated border effects will vanish after having adequately controlled for nominal exchange rate volatility.” In their study of consumer price data for 81 European cities in seven countries they included the variability of nominal exchange rate as an independent variable.
 Their results suggest that ‘a very large part of the border effect stems from variable nominal exchange rates under sticky prices. … [but] the border dummy remains positive and significant.”


To assess the importance of the nominal exchange rate in a two-country framework we consider calculating individual good prices in each city relative to the national price index.
 In other words, we calculate relative real good level prices without using nominal exchange rates. First, we calculate the inter-country pair real exchange rate as 
[image: image34.wmf],

*

,

/

/

i

jtt

i

ktt

PP

PP

; the real exchange rate for intra-national city pair is then
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symbolizing the overall national price index.  Then we regress the standard deviation of the price volatility on the on the log of distance, border and respective dummies as in equation (6). If coefficient on the border dummy stays significant also in this specification, we have an additional evidence for the presence of the border effect in a specification which avoided nominal exchange rates.  Results of this estimation are presented below in Table 5. 

Table 5: Alternative Specification to Isolate the Effect of Nominal Exchange Rates   
	#
	DHS
	tstat
	ln(dist)
	tstat
	R2

	
	Tradables 
	
	
	
	

	1
	3.0825
	27.8417
	0.5701
	6.0572
	0.7215

	2
	0.3598
	2.6611
	-0.0576
	-0.5014
	0.6675

	3
	1.5657
	11.4333
	-0.0520
	-0.4470
	0.7133

	4
	1.5937
	9.6183
	-0.1321
	-0.9381
	0.4756

	5
	4.0720
	14.5347
	-0.2531
	-1.0629
	0.4559

	
	Meat
	
	
	
	

	6
	3.9291
	58.8056
	0.1451
	2.5550
	0.8438

	7
	10.7801
	207.0613
	0.0271
	0.6119
	0.9768

	8
	10.8946
	166.8028
	0.0571
	1.0287
	0.9638

	9
	10.4619
	187.1833
	0.2637
	5.5506
	0.9721

	10
	4.2018
	51.1461
	0.1663
	2.3807
	0.7731

	11
	5.4594
	42.6708
	0.0332
	0.3048
	0.7904

	12
	12.3849
	66.5185
	-0.1004
	-0.6341
	0.8542

	
	Agricultural Products
	
	
	
	

	13
	3.5246
	21.7453
	0.6115
	4.4385
	0.5891

	14
	4.2149
	89.2313
	0.2803
	6.9819
	0.8974

	15
	12.3023
	131.9263
	0.1939
	2.4466
	0.9472

	16
	1.8962
	19.0455
	-0.0138
	-0.1631
	0.5992

	17
	10.2328
	95.7305
	0.1587
	1.7467
	0.9115

	18
	2.4409
	28.7865
	0.0316
	0.4386
	0.8700

	
	Services 
	
	
	
	

	19
	10.9174
	43.9701
	0.4505
	2.1347
	0.7355

	20
	1.0878
	8.2614
	0.2684
	2.3978
	0.7498

	Average 
	5.7701
	84.2174
	0.1324
	2.2737
	0.2676


In this specification national price indexes were used instead of the nominal exchange rates. 
Results in Table 5 support the border effect fully. 
We performed an additional measure in an attempt to isolate from the border effect the effect of the nominal exchange rate. Similarly to Gorodnichenko and Tesar (2005, p. 11) we estimate the following equations: 
for the inter-city pairs: 
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and for the intra-city pairs: 
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                                (Eq.8’)
In this estimation l=6. 
Table 6 presents the mean level residual volatility of innovations, similar to Table 1. 

Table 6: Summary Statistics: Mean Volatility of Innovation from Equation (8) and (8’)
	 
	HH
	SS
	HS

	
	Tradables 
	
	

	1
	0.0376
	0.0279
	0.0324

	2
	0.0420
	0.0362
	0.0358

	3
	0.0517
	0.0304
	0.0386

	4
	0.0415
	0.0336
	0.0361

	5
	0.0497
	0.0442
	0.0438

	
	Meat
	
	

	6
	0.0270
	0.0258
	0.0265

	7
	0.0329
	0.0310
	0.0483

	8
	0.0330
	0.0335
	0.0474

	9
	0.0323
	0.0333
	0.0482

	10
	0.0321
	0.0289
	0.0299

	11
	0.0552
	0.0457
	0.0507

	12
	0.0852
	0.0577
	0.0839

	
	Agricultural Products
	
	

	13
	0.0691
	0.0905
	0.0819

	14
	0.0218
	0.0386
	0.0424

	15
	0.0399
	0.0343
	0.0513

	16
	0.0544
	0.0394
	0.0479

	17
	0.0436
	0.0441
	0.0475

	18
	0.0456
	0.0314
	0.0387

	
	Services
	
	

	19
	0.0328
	0.0473
	0.0406

	20
	0.0514
	0.0507
	0.0472

	1-20
	0.0439
	0.0402
	0.0460


Finally, we re-estimate the border equation (6) with the difference that on the left hand side of this equation we use the standard deviation of the estimated innovations 
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from equation (8) or (8’). 
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          (Eq.9)
Results of estimation of equation (9) are below in Table 7. 

Table 7: Estimation of Equation (9)  
	Product #
	Border 
	t-stat
	ln(dist)
	t-stat
	R2

	
	Tradables 
	
	
	
	

	1
	-0.0881
	-4.1312
	0.1144
	6.3068
	0.8029

	2
	-0.3367
	-17.5019
	0.0087
	0.5329
	0.9110

	3
	-0.2435
	-13.2505
	-0.0006
	-0.0401
	0.9498

	4
	-0.1367
	-6.8010
	-0.0073
	-0.4290
	0.8948

	5
	-0.2892
	-10.5973
	-0.0468
	-2.0182
	0.9253

	
	Meat
	
	
	
	

	6
	-0.0003
	-0.0169
	0.0347
	2.6015
	0.7630

	7
	1.6062
	72.7381
	0.0686
	3.6569
	0.8843

	8
	1.3810
	52.1460
	0.0642
	2.8513
	0.8064

	9
	1.4742
	62.9235
	0.1295
	6.5022
	0.8642

	10
	-0.0796
	-5.1719
	0.0400
	3.0542
	0.7969

	11
	-0.0113
	-0.4307
	0.0749
	3.3523
	0.8733

	12
	1.2370
	26.0905
	0.0126
	0.3115
	0.8337

	
	Agricultural Products 
	
	
	
	

	13
	0.1597
	2.9447
	0.1031
	2.2373
	0.8035

	14
	1.1641
	32.5319
	0.1222
	4.0178
	0.6594

	15
	1.3785
	45.3499
	0.0855
	3.3088
	0.8173

	16
	0.0851
	3.4586
	0.0205
	0.9822
	0.8704

	17
	0.3415
	11.9027
	0.0558
	2.2875
	0.7399

	18
	0.0394
	1.8874
	-0.0304
	-1.7139
	0.9374

	
	Services 
	
	
	
	

	19
	0.0632
	1.7080
	-0.0106
	-0.3376
	0.9254

	20
	-0.3905
	-15.3439
	0.0037
	0.1708
	0.8971

	Average 
	0.3677
	15.0661
	0.0421
	2.0306
	0.655


Our results do not change dramatically, even if the size of the border effect decreases, and the number of products in which border effect is still significant is much lower than in previous estimations.  
4.3. Direct Trade Barriers 



Direct policy instruments (tariffs, quotas) were still in practice in the period under consideration. For most non-agricultural products these costs fully evaporated after joining the EU, but already after joining the CEFTA
 for most industrial products explicit barriers were significantly decreasing. By that Agreement and numerous additional protocols signed subsequently direct policy instruments remained in trade in agricultural products.
  

In the EU then all tariffs and quantitative restrictions have been removed from non-agricultural trade, but technical trade barriers still remain. “Technical barriers to trade can arise when exporters have to comply with requirements for, amongst other issues, health, safety, environmental and consumer protection that differ from those in the domestic market.”
 Such barriers might appear then in the border effect. 
   
4.4. Language

We approximate the importance of language by the share of Hungarian native population in Slovak cities. So we understand the border effect as a joint effect of the administrative border and the language barrier.
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We also introduce specification similar to equation (7). 
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Thus, Border1 and Language are variables which together compose the border variable from equation (6). Language is a dummy variable defined as follows: it equals one if one location in the pair is a Slovak city with considerable Hungarian speaking entity and the second location is a Hungarian location. The Slovak cities with considerable Hungarian minority are the following nine locations: Dunajská Streda, Galanta, Komárno, Levice, Nové Zámky, Lučenec, Rimavská Sobota, Veľký Krtíš, and Rožňava. Border1 is a dummy covering the border effect for the remaining 27 Slovak locations, and for the nine Slovak locations with Hungarian minority when forming a pair with another Slovak location. 

Table 8: Estimation of Equation (10) and (10’)
	
	
	Specification (1)
	Specification (2)

	Good No.
	 Product name
	Border1
	Language
	Distance
	Adjusted  R2
	Border1
	Language
	Distance
	Adjusted R2

	 
	Tradable goods
	
	
	
	
	
	
	
	

	1
	White Lime 
	3,293

(0,122)
	2,565

(0,176)
	0,512

(0,094)
	0.7342
	3,070

(0,130)
	2,762

(0,187)
	0,340

(0,099)
	0,6773

	2
	Turkish Towel
	0,390

(0,150)
	0,287

(0,216)
	-0,066

(0,115)
	0.6798
	0,781

(0,163)
	1,459

(0,234)
	0,013

(0,125)
	0,4311

	3
	Plastic Bucket
	1,811

(0,151)
	0,963

(0,218)
	-0,120

(0,116)
	0.7262
	2,802

(0,153)
	2,337

(0,220)
	-0,125

(0,117)
	0,6948

	4
	Drawing Paper, A4 size
	1,134

(0,182)
	2,724

(0,262)
	-0,005

(0,139)
	0.5048
	3,546

(0,174)
	4,762

(0,250)
	0,043

(0,133)
	0,5237

	5
	Basic Pocket Calculator
	3,313

(0,308)
	5,937

(0,443)
	-0,044

(0,236)
	0.4857
	4,634

(0,313)
	7,071

(0,450)
	-0,241

(0,239)
	0,4161

	 
	Meat
	
	
	
	
	
	
	
	

	6
	Beef Round
	3,766

(0,074)
	4,330

(0,106)
	0,190

(0,056)
	0.8518
	2,476

(0,083)
	3,017

(0,119)
	0,139

(0,063)
	0,7005

	7
	Pork Chops
	10,848

(0,058)
	10,614

(0,083)
	0,008

(0,044)
	0.9777
	7,139

(0,072)
	7,311

(0,104)
	0,084

(0,055)
	0,9266

	8
	Pork Leg without Bone and Hoof 
	11,053

(0,072)
	10,505

(0,103)
	0,013

(0,055)
	0.9656
	10,325

(0,086)
	10,465

(0,124)
	0,272

(0,066)
	0,9452

	9
	Spare Ribs with Bone
	10,585

(0,062)
	10,158

(0,089)
	0,230

(0,047)
	0.9735
	6,057

(0,060)
	5,750

(0,086)
	0,181

(0,046)
	0,9287

	10
	Pork Liver
	4,112

(0,091)
	4,423

(0,131)
	0,191

(0,070)
	0.7822
	4,116

(0,091)
	4,723

(0,131)
	0,074

(0,070)
	0,7502

	11
	Smoked Boiled Bacon
	5,552

(0,142)
	5,231

(0,204)
	0,008

(0,109)
	0.7984
	7,485

(0,150)
	7,198

(0,215)
	0,145

(0,115)
	0,8183

	12
	Lard, Pork
	11,908

(0,205)
	13,556

(0,295)
	0,031

(0,157)
	0.8620
	10,597

(0,207)
	9,979

(0,298)
	-0,018

(0,159)
	0,7955

	 
	Agricultural products
	
	
	
	
	
	
	
	

	13
	Poppy Seeds
	4,015

(0,178)
	2,321

(0,256)
	0,477

(0,136)
	0.6134
	3,350

(0,166)
	2,267

(0,238)
	0,394

(0,127)
	0,6065

	 14
	Sugar, White, Granulated
	4,362

(0,052)
	3,853

(0,074)
	0,240

(0,040)
	0.9036
	3,188

(0,045)
	3,245

(0,065)
	0,237

(0,035)
	0,8578

	15
	Flour, Prime Quality
	12,440

(0,103)
	11,965

(0,148)
	0,156

(0,079)
	0.9494
	10,768

(0,113)
	9,177

(0,162)
	0,039

(0,086)
	0,9154

	16
	Raisins
	1,903

(0,110)
	1,879

(0,159)
	-0,016

(0,159)
	0.6140
	3,510

(0,099)
	3,400

(0,142)
	0,051

(0,076)
	0,6836

	17
	Vinegar
	10,627

(0,117)
	9,265

(0,168)
	0,050

(0,089)
	0.9177
	7,710

(0,112)
	5,666

(0,161)
	0,088

(0,086)
	0,8561

	18
	Dry Biscuits, without Butter
	2,280

(0,094)
	2,835

(0,135)
	0,076

(0,072)
	0.8760
	3,520

(0,094)
	4,403

(0,135)
	0,113

(0,072)
	0,8862

	 
	Services
	
	
	
	
	
	
	
	

	19
	Car Driving School, Full Course
	11,225 (0,275)
	10,161

(0,395)
	0,366

(0,210)
	0.7462
	5,975

(0,228)
	6,846

(0,328)
	0,322

(0,174)
	0,6362

	20
	Movie Ticket, Evening, 1-6 Rows 
	1,093

(0.146)
	1,075

(0.210)
	0,267
	0.7591
	0,852

(0,148)
	0,796

(0,212)
	0,163

(0,113)
	0,6223

	 1-20
	Average
	5.786

(0.077)
	5.732

(0.111)
	0.128

(0.059) 
	0. 2689
	5,095

(0,064)
	5,132

(0,092)
	0,116

(0,049)
	0,2928



In both specifications both border dummies are –except of one case - always positive and significant.   
4.5. Does Border Effect Stem from Within Country Heterogeneity?  


Gorodnichenko and Tesar (2005) raise the question whether the border estimation takes into satisfactory consideration the within country heterogeneity effect. Variability of good-level real exchange rate 
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if we omit the error term, constant and the log of distance could be described by equation (11)
:   
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where HS, SS, HH are dummy variables for Hungarian-Slovak, Slovak-Slovak and Hungarian-Hungarian city pairs, Dr, is a city dummy equal to one if r=j or r=k and zero otherwise, and N is the number of locations. Equation (11) states that the total variability stems either from cross-border effect (HS), city specific reasons (dummies Dr), and within country effects (SS and HH). Assuming number of Hungarian cities equals m, the three average volatilities can be written as  
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where in (12) the left hand side is always positive, while for example 
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could be less than zero. If 
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is less than zero this means volatility inherent in Slovak city-pairs net of the average Slovak city effect is negative. However, that would also mean that the sum of volatilities in Slovak cities is larger than the volatility for Slovak city-pairs. 


Equation (11) provides a precise decomposition of the total good-level real exchange rate variability. However, equation (11) cannot be estimated as dummy variables SS and HH are collinear with city dummies and the HS dummy as is shown below.
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Note that the r.h.s. of equation (11) contains all in all 59 dummies; each dummy being a vector (1540 by one); number of ones in these dummies is as follows: HH has 190, SS has 630, HS has 720, and each city dummy has 55. 


Gorodnichenko and Tesar (2005) show – by substituting (13) and (13’) into (11) - that equation (11) can be transformed into (14).  
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Equation (13) – after leaving out constant, error term and log of distance is very close to equation (6), which was estimated above. Gorodnichenko and Tesar (2005, p.6) make a point that when estimating the border effect and obtaining
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, actually what is obtained is 
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. If this term is positive the presence of border effect is established, as was done in Table 2. It might happen that
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, i.e. country specific volatility equals, then the first term in equation (14) measures an increase in volatility due to border as compared to average volatility for within country-pairs. However, it also might happen that 
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in such a way that the overall term stays positive while
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. Then, of course crossing the border from the Hungarian perspective means reduced volatility, however, the estimation suggests that border effect is in place, i.e. the volatility stemming from border is an increase as compared to intra-country volatility. 

Estimation almost done, result will be reported in the next version of the paper.
5. Conclusion 
This study discusses the importance of the so called ‘border effect’ for two transition countries: Hungary and Slovakia. We use retail prices for 20 Hungarian and 36 Slovak locations for twenty individual homogenous products (services, industrial goods, meat and agricultural products) for the period 1997:05 - 2001:12. We find that the variation in the good-level real exchange rate is much higher for two cities located in different countries as for two equidistant cities in the same country. Our results also suggest that national border have relatively more importance across locations than transportation costs (approximated by distance) do. Distance helps in explaining the good level real-exchange rate variability in less than half of the sample.  
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Annex 1
Table Annex1: Product Description

	Item
	
	Unit of Measurement 

	
	Tradable Goods
	

	1
	White Lime 
	100 kg

	2
	Turkish Towel, 50 x 100 cm 
	1 piece

	3
	Plastic Bucket, 10 liters 
	1 piece

	4
	Drawing Paper, A4 size, 
	One pack consisting of 100 pieces

	5
	Electronic Pocket Calculator; with four simple operations, square root and percentage
	1 piece

	
	Meat
	

	6
	Beef Round
	1 kilogram 

	7
	Pork Chops
	1 kilogram 

	8
	Pork Leg without Bone and Hoof
	1 kilogram 

	9
	Spare Ribs with Bone
	1 kilogram 

	10
	Pork Liver
	1 kilogram 

	11
	Smoked Boiled Bacon
	1 kilogram 

	12
	Lard, Pork
	1 kilogram 

	
	Agricultural Products
	

	13
	Poppy Seeds
	1 kilogram 

	14
	Sugar, White, Granulated
	1 kilogram 

	15
	Flour, Prime Quality 
	1 kilogram 

	16
	Raisins
	100 grams 

	17
	Vinegar; 8 per cent
	1 liter, 

	18
	Dry Biscuits
	1 kilogram 

	
	Services
	

	19
	Car Driving School, full course including theory, driving costs and fees
	1 piece

	20
	Movie Ticket; rows 1 to 6; typical movie theatre, film consisting of one part only 
	1 piece


In the original data the dry biscuits without butter were measured in different units across Slovak and Hungarian districts. We re-calculated the Slovak price (originally given to 150 grams) to equal the Hungarian unit, i.e. one kilogram.
� Niebuhr and Stiller (2001) mention that Bröcker (1984) already points to trade impeding effects of borders. 


� Huzenko (2006) discusses the issue of implicit border inside Ukraine and Horvath and Vidovic (2004) price convergence inside Slovak regions, however, both studies work in the limits of one country.


� Sallai (2004, pp. 68-69). 


� Sallai (2004, pp. 86).


� These districts are the following: Bratislava, Bratislava-vicinity, Dunajská Streda, Galanta, Senica, Trnava, Považská Bystrica, Prievidza, Trenčín, Komárno, Levice, Nitra, Nové Zámky, Topolčany, Čadca, Dolný Kubín, Liptovský Mikuláš, Martin, Žilina, Banská Bystrica, Lučenec, Rimavská Sobota, Veľký Krtíš, Zvolen, Žiar nad Hronom, Bardejov, Humenné, Poprad, Prešov, Stará Ľubovňa, Svidník, Vranov nad Topľou, Košice, Michalovce, Rožňava, and Spišská Nová Ves.


� These districts are the following: Budapest, Pécs, Kecskemét, Békéscsaba, Miskolc, Szeged, Székesfehérvár, Győr, Debrecen, Eger, Tatabánya, Salgótarján, Cegléd, Kaposvár, Nyíregyháza, Szolnok, Szekszárd, Szombathely, Veszprém, and Zalaegerszeg. 


� We have no information concerning the difference on categories of movies played across both countries. 


� “A large literature in international economics dichotomizes goods as traded or not traded, with the law of one price holding for the former but not the latter.” Crucini, Telmer and Zachariadis (2000, p. 12). Wolf (2003, p. 61) reviewing the empirical evidence found in different studies remarks that “the price dispersion is higher for non-tradables than for tradables, … The difference becomes even more marked once a comparison is made between non-tradable products with large input shares of non-tradables and tradables with small input share of non-tradables.” 


� See Wolf (2003) for detailed discussion of these differences. 


� Trade costs represent important part of the final price. Trade costs include transportation costs, policy created barriers as tariffs, informational costs, contract enforcement costs, costs due to different currencies used, legal and regulatory costs, local distributional costs, and other costs. See Anderson and van Wincoop (2004). 


�  “Arbitrageurs will only become active once the price difference between two locations exceeds the costs of arbitrage.” Wolf (2003, p. 58). 


� We are aware of limitation to this approach; for example there could be prohibitions on arbitrage performed by wholesalers. Anderson and van Wincoop (2004, p. 738) mention that “producers often obtain exclusive national marketing licenses, which precludes arbitrage by wholesalers.” Furthermore, there could be additional restrictions on wholesalers impeding arbitrage of price differences as warranties of producers, regulatory constraints, restrictions on servicing, and others. In addition, Wolf (2003, p.54) states that price differential which arise from local costs cannot be easily, if at all, arbitraged away. 


� This is based on a hypothesis that transportation costs are proportional do distance. Wolf (2003, p. 55) mentions that obvious problem is that ‘transportation costs depend on the mode of transportation which may differ across location pairs; and are generally not linear in distance.” 


� This specification is less sensitive to large outliers.


� We are not aware of research estimating consumer demand equations across Slovakia and Hungary. Selvanathan and Selvanathan (1993) suggest that the assumption of identical tastes does not hold for countries with similar income levels. 


� This was possible due to the fact that in their study larger number of countries was included, consequently twenty-one exchange rates was in use. 


� Beck and Weber (2003, p.12). 


� We use national price index since regional price indexes are not available in these countries.  


� Both countries joined the Central European Free Trade Area; its Provisions came in force effective on July 1, 1994, a free trade zone was established for industrial goods by the year 2001. 


� In CEFTA trade in agricultural products was divided into three groups based on sensitivity to competition. In the first group a zero percent duty was levied on trade within CEFTA (livestock, sea fish, flowers, citrus fruits, wheat, vegetable, tinned fish, cocoa, pastries). In the second group goods moderately vulnerable to competition were included with these products subjected to reduced customs duties identical for all; the customs duty rate was between 4 and 37 percent between all the CEFTA members (beef, pork, milk, cabbage, lettuce, melons). In the third group were products very sensitive to competition on which unilateral custom duties and import quotas within a framework of bilateral negotiations could be levied; these were at some cases quite large (fresh eggs, poultry, cheese, onions, apples, sunflower oil, sugar, chocolate, bread. See, Rytko (2002).


� Brenton and Vancauteren (2001, p. 3).


� We follow closely Gorodnichenko and Tesar (2005).
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