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Abstract

Although most market imperfections have been shown to be coun-
tercyclical in severity, adverse selection costs may be procyclical. On
one hand, given a fixed set of borrowers, improvements in economic
conditions raise creditworthiness, which lowers the interest rates de-
manded by competitive lenders. However, the quality of the borrower
pool is not fixed: improved economic opportunities can draw in pro-
gressively lower quality firms, preventing higher quality firms from
capturing the additional surplus in economic expansions.
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1 Introduction

High quality firms face an adverse selection problem when trying to sell se-
curities to uninformed investors. Lower quality firms may mimic the offering
terms, in which case the pooled securities are sold at a single price rather
than the prices that would prevail in a full-information world.

The object of this paper is to show that the behavior of low-quality firms,
and therefore severity of this adverse selection problem, depends upon the
business cycle. Firms with very valuable projects find it profitable to issue
securities under a wide range of economic conditions, because the value of
the residual claim is so high. When economic conditions are relatively poor,
weaker firms will not mimic this behavior; doing so risks the loss of collat-
eral. Thus, in weak economic times, high-quality firms find that other firms
generally do not imitate their behavior. Securities may be sold at or near
their full value.

An exogenous, positive shock to economic opportunities makes it prof-
itable for a new wave of weaker, marginal firms to enter the market. High-
quality firms face more mispricing since they are forced to pool with more
firms of lower quality. This provides a sense in which the adverse selection
problem worsens in good times. Such an argument is broadly consistent with
a widespread view that the motives of managers making new security issues
are particularly suspect during boom periods. These viewpoints are often
couched in terms of managers “timing the market” and occasionally couched
in terms of irrational investors. This model describes issuance behavior which
does have a “timing” aspect to it, although I assume that financial markets
are aware of borrowers’ incentives and respond accordingly.

Survey papers and empirical work often begin with the opposite assump-
tion: asymmetric information is of countercyclical severity. For example,
Mishkin (1999) argues that

“The state of the balance sheet of nonfinancial firms is the most
critical factor for the severity of asymmetric information problems
in the financial system... If a borrower defaults on a loan, the
lender can sell the collateral to make up for at least some of the
losses on a loan. But if asset prices fall in an economy fall, and the
value of collateral falls as well, then the problems of asymmetric
information suddenly rear their heads.”

Hubbard (1998) and Bernanke, Gertler and Gilchrist (1996) make similar
arguments. The latter describe this effect as a financial accelerator, since
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credit market conditions are assumed to exaggerate the effect of real shocks.

The assumption of countercyclical adverse selection costs has a basis in
the theoretical literature. Greenwald, Stiglitz and Weiss (1984) show that
credit rationing is more severe in recessions since balance sheets weaken,
putting lenders in a more precarious position. Indeed, they formalize pre-
cisely the intuition that Mishkin states.1 Two key differences separate my
model from theirs. First, in their model all firms seek funding in all economic
states. Their analysis therefore omits the endogenous relationship between
business cycles and the identity of borrowers, a relationship which drives my
results. Second, the shock I consider is to investment opportunities rather
than to collateral. Our contrasting finding suggest that expansions due to
technological change (which requires large capital investments with uncertain
outcomes) ought to be viewed differently from expansions due to generally
improved macroeconomic conditions.

1.1 Related Literature

Characterizing the distortions in investment introduced by asymmetric infor-
mation has been a long-standing research agenda. Stiglitz and Weiss (1981)
show that asymmetric information can lead to underinvestment; De Meza
and Webb (1987) provide alternative conditions under which it can lead to
overinvestment. These papers do not, however, model the effects of real
shocks to the economy. Instead, a focus in these papers and in subsequent
research has been on what forms of government intervention might alleviate
these market distortions. Stiglitz and Weiss (1981) and Ordover and Weiss
(1981) discuss interest rate ceilings, De Meza and Webb (1987) consider both
subsidies and taxes on interest income, and Mankiw (1987) argues for a role
of the government as lender of last resort.

Neyer (2000) and House (2002) show that monetary policy has complex
effects, both direct and indirect, on the direction and magnitude of these
distortions to investment level. These models posit a risk free rate at which
banks can obtain capital and a higher rate at which entrepreneurs with risky
projects can borrow. Naturally, the total supply of credit depends upon the
risk-free rate. In addition, the total demand for credit depends upon the risk-
free rate because this rate determines the returns of entrepreneurs’ personal

1Like Greenwald, Stiglitz and Weiss (1984), Azariadis and Smith (1998) find coun-
tercyclical adverse selection costs. However, they show that causality can run in either
direction: the economy may fluctuate fromWalrasian to credit rationing equilibria, causing
output to drop.
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wealth not invested in the risky project. Because of this joint determination,
characterizing how the equilibrium variables change with exogenous shocks
to the risk-free rate is nontrivial; in general the effects are ambiguous.

Neyer and House’s contributions are to the understanding of monetary
policy transmission, rather than to the theory of real business cycles, since
they characterize the market’s response to the exogenous changes in the
risk-free rate rather than to changes in investment opportunities. Despite
this difference in focus, it is instructive to contrast their results with mine.
As slack rises, reliance on external financing decreases. This change moves
the equilibrium investment level − whether too low as in Stiglitz and Weiss
(1981) or too high as in De Meza and Webb (1987) − toward the socially
efficient level. Thus, assuming that slack rises during expansions, the incen-
tives of borrowers and lenders are more closely aligned during expansions. In
my model, the opposite holds.

There is also a large literature on investment distortions caused moral
hazard rather than information asymmetry. One class of moral hazard model
focuses on the problem that borrowers cannot be forced to repay their debts,
and so lenders must expend resources monitoring assets or cash flows. These
models exhibit the same intuition as the asymmetric information models
above; see Williamson (1987), Bernanke and Gertler (1989) and Kiyotaki and
Moore (1995), for example. Net worth tends to rise during expansions, which
lowers the expected monitoring costs of lenders. Hence this form of agency
cost is countercyclical. Moral hazard models based on project choice, how-
ever, may exhibit procyclical severity under certain assumptions; see Stiglitz
and Weiss (1992), Suarez and Sussman (1997), Reichlin and Siconolfi (2002),
Rampini (2004) and Bacchetta and Caminal (2000). Clearly, the direction of
these results depends upon the cyclical movements in the relative attractive-
ness of risky and safe projects. Because these models focus on moral hazard
rather than asymmetric information, their findings are complementary to
mine.
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2 The model

The basic structure and much of the notation is imported directly from
Stiglitz and Weiss (1981), with two important changes. First, in their analy-
sis the lender chooses the contract to maximize profits, under the main-
tained assumption that borrowers have no outside opportunities.2 Instead,
in my model borrowers choose the contract to maximize the value of the
residual claim, subject to leaving the (competitive) financial markets with
non-negative expected returns. Mechanically, this may make my model ap-
propriate for a public debt issue, or a private debt issue if borrowers can
engage potential lenders in ex-ante Bertrand competition.3 This applicabil-
ity is not the reason the model structure is chosen this way, however. Unlike
Stiglitz and Weiss, I wish to focus on the surplus enjoyed by high-quality
borrowers, and how this surplus co-varies with economic conditions. Doing
so is impossible in a model in which the lender selects the contract and there-
fore retains all economic surplus.

The second change is that I allow firm types to be ordered by first-
order stochastic dominance as well as by second-order stochastic dominance;
Stiglitz and Weiss only consider the latter. This assumption turns out to
be important. Stiglitz and Weiss show that raising the interest rates causes
safe firms to exit the market before risky firms do. These differential exit
incentives underly their core result, a trade-off for lenders: high interest rates
extract more surplus from a given pool of borrowers, but tend to reduce the
quality of the pool. In a model of first-order stochastic dominance, the op-
posite effect occurs. For a given debt contract, high-quality borrowers retain
a more valuable residual claim. High interest rates now tend to force out
low-quality borrowers first.

Since the results critically depend upon the nature of the stochastic dom-
inance assumed, I present the results separately for each type of dominance.

2Throughout the analysis, I refer to the borrowers as issuers or firms interchangeably.
Suppliers of capital are referred to as lenders or investors.

3As Stiglitz and Weiss point out, such competition is unlikely to be feasible if the
borrower has a pre-existing relationship with the lender. Given undercutting by outsider
investors, the current lender would have the opportunity match the rate. Outside lenders
would only succeed in attracting away borrowers for which the existing lender was unwilling
to match the rate, i.e., borrowers for which the lender has negative information. This
adverse selection problem may limit lender competition. See Sharpe (1990) for formal
models of this “captured borrower” problem.
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2.1 Firms Types Ordered by SSD

The economy consists of two observationally equivalent firm types, S and R
for ‘safe’ and ‘risky’ respectively. They each have collateral C and a project
which requires capital investment B. Denoting Z to be the gross returns
of the project and a parameter γ indicating the state of the economy, the
probability densities fi(Z, γ) of gross returns by firm type satisfy

∞

0
ZfR(Z, γ)dZ =

∞

0
ZfS(Z, γ)dZ ∀γ (1)

y

0
ZfR(Z, γ)dZ ≥

y

0
ZfS(Z, γ)dZ ∀γ, ∀y (2)

Fi(Z, γ2) ≤ Fi(Z, γ1) ∀Z, ∀i ∈ {R,S}, ∀γ2 > γ1 (3)

Conditions (1) and (2) indicate that, in each state of the economy, firm types
R and S are ordered by second-order stochastic dominance. As is well-known,
this is equivalent to assuming that the returns of the projects satisfy

r̃R(γ)
d
= r̃S(γ) + 6̃ (4)

for a random variable 6̃ satisfying E[6|r̃S] = 0. That is, the return of the
risky project is equal (in distribution) to the return of the safe project with
a noise term added.

Condition (3) is the assumption that economic improvements (as mea-
sured by increases in γ) reflect first-order stochastic improvements in the
quality of all projects in the economy. This is equivalent to the assumption

r̃i(γ2)
d
= r̃i(γ1) + α̃ ∀i ∈ {R,S} ∀γ2 > γ1 (5)

for some nonnegative random variable α̃.

Second-order stochastic dominance by firm type implies that

∞

0
v(Z)fR(Z, γ)dZ ≤

∞

0
v(Z)fS(Z, γ)dZ ∀γ (6)

for all increasing, concave functions v(). This relation is often used, by inter-
preting v() as the utility of wealth, to motivate the preference of monotonic,
risk-averse individuals for safe investments. Instead, in this model, both
lenders and borrowers are assumed to be risk-neutral. However, the nature
of a debt contract is such that the borrower becomes the residual claimant
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of the project. If the interest rate on funds borrowed is r̂ then default occurs
when

C + Z ≤ B(1 + r̂). (7)

The net return to borrowers can be written

π(Z, r̂) = max[Z − (1 + r̂)B , −C] (8)

and the return to lenders is

ρ(Z, r̂) = min[Z + C , (1 + r̂)B]. (9)

The borrower’s return is therefore a convex function of the returns of
the project whereas the lender’s return is a concave function. Similarly,
assumption (3) implies that

∞

0
v(Z)fi(Z, γ1)dZ ≤

∞

0
v(Z)fi(Z, γ2)dZ ∀γ2 > γ1, ∀i ∈ {R, S} (10)

for all increasing functions v(). The following claims are then trivial.

Lemma 1 Denoting expected borrower utility (by firm type) as

Ui =
∞

0
π(Z, r̂)fi(Z, γ)dZ (11)

and the expected utility of the lender from funding a firm of type i by

ρi =
∞

0
ρ(Z, r̂)fi(Z, γ)dZ (12)

it follows that

a) UR > US for all interest rates r̂ and in all economic conditions γ.
b) Ui(γ2) > Ui(γ1) for all interest rates r̂ and economic conditions γ2 > γ1.
c) ρS > ρR for all interest rates r̂ and in all economic conditions γ.
d) ρi(γ2) > ρi(γ1) for all interest rates r̂ and economic conditions γ2 > γ1.

Proof: 1a) follows from convexity of π(Z, r̂), 1b) follows from monotonic-
ity of π(Z, r̂), 1c) follows from concavity of ρ(Z, r̂) and 1d) follows from
monotonicity of ρ(Z, r̂).

Comparison between Lemma 1a and Lemma 1c illustrates a divergence
between the interests of borrowers and lenders. Borrowers are better off with
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risky projects (although this model does not allow project choice) whereas
lenders prefer safe projects. Borrowers issue debt if and only if the expected
residual claims from the project in solvent states exceed the expected loss of
collateral in default states, that is, if Ui(r̂, γ) ≥ 0. Theorem 1 shows how
these incentives depend upon firm type and interest rate.4

Theorem 1 Fixing a given economic state γ, there exist critical values r̂1
and r̂2 > r̂1 such that
a) If r < r̂1 then both firms choose to borrow.
b) If r ∈ [r̂1, r̂2) then only the risky firm chooses to borrow.
c) If r ≥ r̂2 then no firms choose to borrow.
Proof : The borrowers zero-profit condition is

Π(r̂, γ, i) =
∞

0
Max[Z − (r̂ + 1)B;−C] dFi(Z, γ) = 0 (13)

Noting that ∂Π
∂r̂
< 0, it follows that for each firm type i there exists some

cutoff interest rate r̂i such that the firm will issue if and only if r < r̂i.
Lemma 1a implies that r̂2 > r̂1.

Not surprisingly, high interest rates drive firms out of the market. The
key fact which underlies Stiglitz and Weiss’s results is the differential tol-
erance displayed by borrowers. As Lemma 1a shows, for a given contract
high-risk borrowers enjoy higher utility and thus are more willing to remain
in the market when rates are high.

Taken together, Lemma 1c and Theorem 1 illustrate a trade-off regarding
the welfare impact on lenders of higher rates: in general, higher rates extract
more surplus from a given firm but deteriorate the average quality of firms
funded.

Thus, the lender’s profit function is nonmonotonic in the interest rate,
just as in Stiglitz and Weiss’s analysis. For low interest rates, both firm
types apply and increases in the interest increases the value of the lender’s
claim. When r exceeds r̂1 the safe firm drops out of the market. Because

4The analysis hereafter assumes that if a firm is indifferent between issuing a security
and not, that firm does not issue. This assumption is not critical but avoids ambiguity in
the following theorem and subsequent results as to whether intervals should be open or
closed.
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safe firms are more profitable to lenders, this exit entails a discrete drop in
expected lender profits at r̂1. Beyond that point, increases in the interest
rate again raise lender profits. The payoff profile is shown in Figure 1.

[Insert Fig 1 here]

Figure 1 is the same payoff function as Stiglitz andWeiss’s Figure 3. What
differs between the two models is the determinant of interest rates. Here the
firm chooses the contract − it offers a bond to a competitive financial mar-
ket. It chooses the lowest interest rate for which lenders earn nonnegative
profit. Thus, surplus goes to the firm rather than to the financial markets.
The expected return need only compensate lenders for their capital supply B.

The next result shows how the results of Theorem 1 change with shocks
to economy.

Theorem 2 The critical values r̂i in Theorem 1 satisfy ∂r̂i
∂γ̂
> 0.

Proof : The borrower’s zero profit condition is

Π(r̂, γ, i) =
∞

0
Max[Z − (r̂ + 1)B;−C] dFi(Z, γ) = 0 (14)

From the implicit function theorem

∂r̂

∂γ
=
−∂Π

∂γ
∂Π
∂r̂

> 0. (15)

The inequality follows since both the numerator and denominator are
negative (borrower expected profits decrease in the interest rate and increase
in the economic state).

As Theorem 1 indicates, the model has two equilibria, one in which only
the risky firm issues debt and another in both firms are active. We now
turn attention to the boundary between these two equilibria. Define a curve
Rpool(γ) to be the maximum interest rate for which safe firms will choose to
issue debt, as a function of economic conditions. By Theorem 2, this curve
slopes upward. Improving economic conditions make the safe firm able to
bear higher interest rates before exiting the market.
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Define the function LRISKY (γ) to be the lowest interest rate for which
lenders earn nonnegative profits, assuming that (for now) it is exogenously
specified that only risky firms are in the market. As an immediate appli-
cation of Lemma 1b, LRISKY (γ) is a decreasing function of γ. Economic
improvements are first-order stochastic improvements and so the lender is
satisfied with a smaller face value in robust times. Define LPOOL(γ) to be
the analogous curve when it is exogenously specified that both firm types are
active in the market. Since the safe firm is more profitable for the lender, the
curve LPOOL(γ) lies below the curve LRISKY (γ). Lenders demand a lower
rate when the safe firm is present in the borrower pool.

The equilibrium interest rate schedule is shown in the heavy line5 in Fig-
ure 2. Note that for economic states below γ∗ the interest rate exceeds rPOOL,
so that indeed the safe firm opts out of the market. As the economy improves
beyond γ∗, r̂ falls to the point where safe firms find it profitable to enter the
market. That is, the interest rate is below the curve RPOOL. All else equal,
such entry would entail a discrete jump in the lender’s profit, since the safe
firm is a more profitable customer. Hence the interest rate in this competi-
tive market has a discrete drop to reflect the improved risk profile of the pool
from the lender’s perspective.

In general, Figure 2 illustrates that as economic conditions improve, the
interest rate drops for two reasons. The direct effect is that each firm in
the economy becomes more creditworthy; this is why the curves LPOOL and
LRISKY slope downward. An indirect effect is that economic improvements
draw in marginal, safe firms whose projects are attractive to lenders. This
effect is seen in the drop from the higher curve LRISKY to the lower curve
LPOOL at the point γ

∗. This drop provides a sense in which adverse selec-
tion costs are countercyclical: given a positive shock to the economy, the
interest rate for firms that were funded in the old regime falls by more than
the amount justified by each firm’s improved creditworthiness. As the next
section shows, the opposite can be true when borrowers are ordered by first-
order stochastic dominance.

5Curves are shown as linear for simplicity.
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2.2 Firms Types Ordered by FSD

This section retains the assumption that shocks to the economy involve first-
order stochastic dominance shifts. Here, however, I assume that firm types
are also ordered by first-order stochastic dominance rather than the second-
order stochastic dominance previously considered. To reflect this change,
firms will be described as ‘good’ and ‘bad’ rather than ‘safe’ and ‘risky.’
First-order stochastic dominance implies

FG(Z, γ) ≤ FB(Z, γ) ∀Z, ∀γ (16)

where G and B refer to the good and bad firm, respectively. This condition
is equivalent to the assumption that the projects of the two firm have returns
which satisfy

r̃G(γ)
d
= r̃B(γ) + α̃ (17)

for some nonnegative random variable α̃.

Lemma 2 Denoting expected borrower utility (by firm type) as

Ui(r̂, γ) =
∞

0
π(Z, r̂)fi(Z, γ)dZ (18)

and the expected utility of the lender from funding a firm of type i by

ρi =
∞

0
ρ(Z, r̂)fi(Z, γ)dZ (19)

it follows that

a) UG > UB for all interest rates r̂ and all economic conditions γ.
b) Ui(γ2) > Ui(γ1) for all interest rates r̂ and economic conditions γ2 > γ1.
c) ρG > ρB for all interest rates r̂ and all economic conditions γ.
d) ρi(γ2) > ρi(γ1) for all interest rates r̂ and economic conditions γ2 > γ1.

Proof: 1a) and 1b) follow from monotonicity of π(Z, r̂). 1c) and 1d) follow
from monotonicity of ρ(Z, r̂).

In this section, there is no conflict of interest analogous to that discussed
after Lemma 1. Higher quality projects are preferred by both borrowers and
lenders − contrast this result with last section, in which borrowers prefer
risk and lenders prefer safety. High-quality borrower’s more valuable resid-
ual claim makes them more prone to enter the market even when rates are
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high, as the following theorem shows.

Theorem 3 Fixing a given economic state γ, there exist critical values r̂1
and r̂2 > r̂1 such that
a) If r < r̂1 then both firms choose to borrow.
b) If r ∈ [r̂1, r̂2) then only the good firm chooses to borrow.
c) If r ≥ r̂2 then no firms choose to borrow.
Proof : The borrowers zero-profit condition is

Π(r̂, γ, i) =
∞

0
Max[Z − (r̂ + 1)B;−C] dFi(Z, γ) = 0 (20)

Noting that ∂Π
∂r̂
< 0, it follows that for each firm type i there exists some

cutoff interest rate r̂i such that the firm will issue if and only if r < r̂i.
Lemma 2a implies that r̂2 > r̂1.

Again, high interest rates tend to force firms to exit the market. The
differential tolerance of borrowers to high interest rates is reversed relative
to that of last section. Had Stiglitz and Weiss admitted first-order stochastic
dominance, their model would not have exhibited a trade-off. Higher interest
rates extract more surplus from any given firm while simultaneously raising
the quality of the borrower pool. The optimal interest rate in such a model
would be the highest rate that any firm would be willing to bear. The lender’s
payoff profile is shown in Figure 3.

[Figure 3]

In contrast to Stiglitz and Weiss’s analysis, the terms of the contract are
set by issuers rather than by financial markets. Before turning attention
to interest rates, however, I complete the analysis of incentives by showing
how the entry/exit decisions depend upon the business cycle for exogenously
specified interest rates.

Theorem 4 The critical values r̂i in Theorem 3 satisfy ∂r̂i
∂γ̂
> 0.

Proof : The borrower’s zero profit condition is

Π(r̂, γ, i) =
∞

0
Max[Z − (r̂ + 1)B;−C] dFi(Z, γ) = 0 (21)
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From the implicit function theorem

∂r

∂γ
=
−∂Π

∂γ
∂Π
∂r

> 0 (22)

The inequality follows since both the numerator and denominator are
negative (borrower expected profits decrease in the interest rate and increase
in the economic state).

Theorem 4 is similar to Theorem 2, which indicates that this compara-
tive static result is invariant to the nature of stochastic dominance assumed.
However, because it is now the low-quality firm that exits the market first,
we are interested in the boundary between pooling equilibria and equilibria
in which only the high-quality firm issues debt. Define the curves LPOOL(γ)
and LGOOD(γ) to be the lowest interest rates for which lenders break even
in these two scenarios. As in the last section, these curves slope downward
since economic states are ordered by first-order stochastic dominance. Define
the curve RPOOL(γ) to be the lowest interest rate for which low-quality firms
exit the market. By Theorem 4, this curve slopes upward.

Figure 4 plots equilibria as a function of economic state. Low γ corre-
spond to economic conditions for which only the good firm issues bonds. For
high γ all firms are active. The heavy line shows the equilibrium interest
rate schedule, which accounts for the entry/exit decision of the bad firm.

[Figure 4]

Adverse selection costs are not necessarily procyclical. Consider a shock
to the economy that moves the equilibrium from point C to point D. All firms
become more creditworthy. This decrease is credit risk is met with a reduc-
tion in interest, just as would be expected. Similarly, consider the movement
from point A to point B. Both equilibria involve only the good firm. Interest
rates adjust to reflect reduced credit risk, just as in a full-information world.

Procyclical adverse selection costs can be seen in the movement from point
B to point C. Consider a shock at point B that improves economic conditions
slightly. Were interest rates to stay the same, or even fall, bad firms would
now have the incentive to enter the market − they were indifferent at point
B and this shock to γ increases the value of their residual claim. However,
in such a case the lender would earn negative expected profits, given the
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discrete drop in the quality of the borrower pool.6 Interest rates must rise
in order to ensure that bad firms still opt out of the market. Effectively, the
presence of bad firms − which are latent at point B − acts as a constraint
to good firms that presents them from capturing the benefits of improved
economic conditions.

The intuition is not limited to the two-type framework assumed here. The
generalization of Figure 4 would involve a heavy line with multiple, smaller
upward sloping line segments to reflect the entry of progressively lower qual-
ity firms as γ grows. The effect of this entry may partially, or completely,
offset the benefit dues to improved creditworthiness of each firm in the econ-
omy which otherwise tends to reduce rates.

6For comparison, the point BI in figure 4 reflects the interest rate that lenders would
demand were bad firms to enter the market at this point.
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3 Discussion

This paper develops a model in which the entry of low quality firms in good
times adversely affects high quality firms. Such entry partially offsets the
direct, positive effect on good firms due to improved economic opportunities.
Hence, adverse selection costs can be procyclical. This result is particu-
larly surprising in light of the body of existing literature, which is almost
unanimous in the conclusion that market imperfections are countercyclical
in severity.

Time variation in adverse selection may be of independent interest, aside
from its implications for debt markets. Adverse selection plays a key role in
many areas, from labor markets and mergers to corporate governance and
equity IPOs. These markets suffer from other imperfections, which also vary
across the business cycle. In any such analysis, it would be useful to dis-
tinguish financial contracting provisions likely to be driven by asymmetric
information but not by other imperfections.

The model admits only very simple one-period debt contracts, and thus
does not touch on potentially important security design considerations. Hence
the menu of “signaling” options is extremely limited. I do not allow firms
to choose the maturity of their debt or the identity of their lenders (public
versus private). These extensions might prove useful since different types of
debt face different exposure to adverse selection.7 Intertemporal variation in
adverse selection could drive intertemporal substitutions between different
forms of debt. Such an extension would need to involve a complete specifica-
tion of the costs and benefits of each type of debt financing, which is beyond
the scope of this paper.

7For example, short-term debt is one costly response to the adverse selection problem
(Flannery 1986); bank financing is another (Diamond 1991, Rajan 1992).
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